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Estimating the parameters of stochastic processes is essential to understand behavior 

of processes and make correct decisions. In this paper, Generalized Goel-Okumoto 

process (GGOP) was used, which was used flexible frameworks to capture behavior of 

time-dependent systems, especially in the non-homogeneous Poisson process (NHPP), 

and its parameters were estimated using important traditional methods, namely the 

Maximum Likelihood (MLE) method and the Shrinkage (SH) method. An intelligent 

method represented by the Artificial Bee Colony algorithm (ABC) was proposed. This 

paper will contribute to a comparison between traditional and intelligent methods to 

estimate the parameters of the process under study, and toenhance the research results 

in understanding stochastic processes and supporting better decision-making, a 

realistic application was conducted on the shutdowns of the Badush Expansion Plant 

in Nineveh Governorate for the period from 1\1\2024 - 25\8\2024. It was found that 

the ABC algorithm in estimating the time rate of the GGOP was better than the 

maximum likelihood estimator and the shrinkage method. 
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1. Introduction 

Stochastic processes are important models 

in modeling various phenomena in engineering, 

finance, biology, and other fields. Estimating 

the parameters of stochastic processes is 

essential to understand the behavior of 

processes and make correct decisions [1,2]. 

The Goel-Okumoto model and Goel model [3]; 

Musa-Okumoto model [4]; Zhao and Xie 

model [5] are proposed models based on the 

non-homogeneous Poisson process (NHPP). It 

has been proposed as a time-rate of occurrence 

of the process using some probability 

distributions. Pham [6] solved a generalized 

differential equation by which the NHPP based 

rate of occurrence is controlled. Accordingly, 

the Generalized Goel-Okumoto process 

(GGOP) has been widely used to model 

reliability, survival, and failure data in 

reliability engineering and biostatistics [7,8]. 

This process provides flexible frameworks to 

capture the behavior of time-dependent 

systems. Accurate parameter estimation in 

these processes is crucial for effective 

reliability analysis and risk assessment. 

However, parameter estimation in stochastic 

processes is often difficult due to the 

complexity of the underlying models and the 

presence of random chaos in the data. Various 

estimation techniques have been developed to 

address this challenge, including maximum 

likelihood estimator (MLE), shrinkage 

estimator (SH) and an intelligent method has 

been proposed to estimate the parameters of the 

process represented by the Artificial Bee 

Colony algorithm (ABC) [9]. The comparative 

study will contribute to the development of the 

latest techniques in parameter estimation for 

stochastic processes and provide valuable 

insights to researchers and practitioners in 

reliability engineering, biostatistics, and related 

fields. The results of this research enhance our 

https://isj.edu.iq/index.php/rjes


 

 

Najat A. T., Muthanna S. S./Iraqi Statisticians Journal / Vol. 2 (2025): Special issue for ICSA2025: 285-292 

286 

 

understanding of stochastic processes and 

support better decision-making in various 

applications.  

2. Methodology 

A nonhomogeneous Poisson process is a 

widely used model describing events that take 

place in time and whose frequency changes 

with time [10]. The mean value function up to 

time   is also defined as              
which quantifies the rate behavior of 

occurrence of this process and is called the 

intensity function and is dependent of time t. 

This process must satisfy the following 

conditions [11]: 

1)     , the number of occurrences at the 

beginning of the process is equal to zero. 

2) The process increases with independent and 

unstable increments. 

3)  {          }        (1) 

4)  {          }               (2) 

So, the number of events in NHPP that occur in 

the period     follows the Poisson distribution 

with probability density function:  

 {          }  
            

  
 (3) 

where           ), and      represent to 

the average value function, or the cumulative 

intensity function, which is derivable and 

always continuous as the following formula:   

             ∫       
 

 
              (4) 

                    

where      is called the rate of occurrence of 

events or intensity function and it is a function 

of time     [12]. 

2.1 Generalized Goel-Okumoto Distribution 

Generalized Goel-Okumoto (GGO) 

distribution is a mathematical model that is 

used mainly for analyzing software reliability 

and for estimating the efforts of managing 

projects. This model predicts the errors and 

faults throughout time as the original Goel-

Okumoto distribution is modified by adding 

certain parameters to improve its estimation. 

This model involves three main parameters: the 

time rate, the primary rate, and the intensity of 

the failure rate [13].  

The model is based on the idea that the rate 

of detecting the failures changes with time and 

this makes it suitable for the various software 

environments. The theoretical basis of this 

distribution was developed by Goel and 

Okumoto in 1979 as they developed a model 

that relies on a non-homogenous Poisson 

process, which enables failures in the software 

lifecycle [14].  

The GGO model is used in different fields 

including the reliability estimation of software 

in various stages of its development. This 

model is considered efficient in estimating the 

number of possible errors and predicting the 

performance over time, improving the testing 

and development processes [15]. It can be used 

as a model of fault growth in complex systems 

as it helps the speed at which the faults are 

identified and fixed thus improving the system 

response to maintenance. In certain 

applications in other industries, this distribution 

is used in some fields like analyzing the 

reliability of industrial tools and estimating the 

shelf life of products in addition to analyzing 

data in the areas of public health and the 

environment. The most prominent 

characteristic is that it is a flexible distribution 

that allows the modification of the distribution 

shape based on a set of variables and this 

enhances the accuracy of estimations. The 

model greatly depends on the previous data for 

estimating the performance and this makes it a 

strong tool for prediction. It also assists in 

predicting the number of the predicted faults 

and the number of hours required to fix them. It 

can, also, be used to analyze the effect of 

different. From all that has been mentioned 

above, the model is used in various fields 

including the development of software, cost 

estimation, and performance analysis, which 

makes it a valuable tool for project 

management [16]. 

The density function of GGO distribution is 

formulated as follows [8]:  

                               (5) 

where  ,  , and   are parameters.  

The cumulative function of GGO distribution 

can be written as follows: 

      [       
]  (6) 
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2.2 Generalized Goel-Okumoto process 

Assuming that the process {        } is 

a non-homogeneous Poisson process, the 

number of events occurring in the time interval 

(0, t) follows a Poisson distribution with a rate 

of occurrence as in Eq. (3) [12]. 

Therefore, the Generalized Goel-Okumoto 

process (GGOP) is described by describing 

     as it distributes under the GGO 

distribution as follows: 

                                (7) 

where  ,  , and   are the parameters of GGO 

distribution. Parameter   is the total predicted 

number of failures, and the parameters b and c 

represent the quality of the test process. It can 

be observed that rate of occurrence      

increases at the beginning of the process and 

then decreases when           . 

So, the mean rate of occurrence of the process 

will be [17]: 

     ∫       
 

 
  

          ∫ (        
    )  

 

 
  

           [       
] (8) 

3. Parameters Estimation of GGOP  

Using the various methods of estimation to 

estimate the parameters of the stochastic 

processes is considered very important in terms 

of selecting the best estimator for the rate of 

occurrence, which results in obtaining the best 

stochastic model that represents better data in 

the best way as it is characterized with a high 

accuracy and high speed. Using estimators for 

the generalized Goel-Okumoto process using 

various methods to estimate the rate of 

occurrence and making comparisons between 

them to obtain a suitable method for estimation 

and representing the data in the best way.  

3.1 Maximum Likelihood Estimation  

Maximum Likelihood Estimation (MLE) is 

considered a method to estimate the parameters 

of a certain likelihood distribution based on 

certain data of observation. This can be done 

by maximizing the likelihood function that the 

observed data with the most likelihood is under 

the proposed statistical model. The point, in the 

space of information, that maximizes the 

likelihood function is called the maximum 

likelihood estimation [18]. The logic of the 

maximum likelihood estimation is 

characterized by spontaneity and flexibility and 

therefore, this method became a pioneer means 

in statistical inference it is characterized by 

certain traits like uniformity, non-bias, and 

efficiency and these traits make it suitable to be 

used with the complex models like Goel-

Okumoto model [19]. 

If the process {        }  represents the 

GGOP with a rate of occurrence that is limited 

with the form (7), then the likelihood function 

of the occurrence times              that 
                 is defined with 

the following formula [20]:  

                     
       

       (9) 

The likelihood function of GGOP for the 

period       with the density function:  

      
 (        

 
  

   )           
 
  (10) 

To estimate the process parameters using the 

maximum likelihood method, we begin by 

taking the normal logarithm of the formula (10) 

to obtain the logarithmic maximum likelihood 

function that is given by the following 

equation: 

                    ∑   
   

   

∑     
     (       

 
) 

    (11) 

To estimate the values of the parameters  ,  , 

and  , the likelihood function (11) for each 

parameter and then we make the resulting 

derivative equal to zero and this gives the 

following equations system:  
    

  
 

 

 
 (       

 
)   (12) 

    

  
 

 

 
 ∑   

        
 
   

  
     (13) 

    

  
 

 

 
  ∑   

     
 
    ∑     

           
   

      
     

             (14) 

let:  
    

  
   

    

  
   

    

  
  , then: 

 ̂  
 

     ̂  
 ̂  (15) 

 ̂  
 

∑   
 ̂  ̂   ̂  

 ̂
  
 ̂ 

   

  (16) 

 ̂  
 

 ̂ ∑   
 ̂ 

        ∑     
 ̂           ̂    ̂  

 ̂     
 ̂           

   

(17) 
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3.2 Shrinkage Method 

This method relies on the previous 

information, as the idea of the shrinkage 

estimator (SH) is pivoted on using the available 

previous information about the parameter to be 

estimated and then the formula of the shrinkage 

value is written as follows [21,22]:   

 ̂     ̂          (18) 

where: 

 ̂ : an unbiased primary estimator.  

  : previous information about the parameter. 

  : is a constant (or estimated) value that 

reflects prior knowledge or an estimate of an 

underlying parameter. It does not depend on 

the current sample; it may come from: 

 previous studies or historical data. 

 expert knowledge. 

 average of several populations or 

estimators. 

 the centre of a reasonable range for the 

parameters. 

 : the amount of shrinkage and it takes the 

value between (0 to 1) in this research, a value 

for this amount will be proposed, which is 

(0.5). 

Presupposing the primary values of the 

estimator that were estimated using the 

maximum likelihood method is performed as 

follows:  

 ̂                 (19) 
To estimate the parameters of the model used 

in this method, the following will be followed: 

 ̂     ̂            (20) 

 ̂     ̂            (21) 

 ̂     ̂            (22) 

3.3 Artificial Bee Colony Algorithm 

Artificial Bee Colony (ABC) is an 

optimization algorithm derived from the food-

searching behavior of a colony of honey bees. 

Previously it has been used effectively in 

solving optimization problems, for example, 

identifying parameters of complex 

mathematical models. In some cases, 

traditional methods may not provide accurate 

parameter estimates, especially when the 

sample size is very small or the distribution is 

complex. Estimating GGOP parameters using 

the ABC algorithm has been proposed to 

achieve more accurate and easier estimations 

than traditional methods. Below, a brief 

procedure is discussed on how to use the ABC 

algorithm to estimate three parameters of 

GGOP [23,24]:  

1) Initialization: 

 Identify three important estimates that will 

need to be constructed. To make the 

calculations and writing less complicated 

we will call them   ,   , and   . 

 Set limits for each parameter in the search 

area; this includes the number of food 

sources (solutions), the number of bees, 

both employed and onlooker bees, and the 

maximum number of iterations. 

 After doing that you should specify the 

range in which each of the values for the 

defined parameters should be searched, 

which will define the search space. 

2) Generate Initial Population: 

 Begin a population of potential food 

sources (or possible solutions) scattered 

across the designated area randomly. the 

design parameter space. Each food source 

has its paired solution which means a 

certain   ,   , and    is associated with 

every food source. 

 To find the fitness for each of the present 

food sources. In parameter estimation, the 

fitness can be referred to as an objective 

concerning a function such as Root Mean 

Squared Error (RMSE) or other errant 

measures that separate between factual and 

estimated values. Each employed bee has a 

food source (solution) and moves in the 

neighborhood of this solution altering one 

or more features. It needs to be constructed. 

We will call them   ,   , and    to simplify 

calculations and writing. 

3) Generate Initial Population: 

 Randomly start a population of possible 

food sources (solutions) within the defined 

area of parameters. the defined parameter 

bounds. Every food source corresponds to a 

potential solution which means a certain   , 

  , and   . 

 Calculate the fitness of each food source. In 

parameter estimation, the fitness can be 

rooted in an objective concerning a 
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function such as RMSE or other error 

measures that give the difference between 

factual and estimated values. 

4) Employed Bee Phase: 

Each employed bee has a food source 

(solution) and searches in the vicinity of 

this solution changing one or several 

parameters. This alignment is typically 

done in a manner of adding some arbitrary 

and random non-systematic error to each of 

the parameter’s values. 

5) Onlooker Bee Phase: 

 To do so, each onlooker bee then continues 

to search the identified food source by 

adjusting the parameters slightly by 

applicable benchmarks and determining the 

fitness.  

 If the new solution found by an onlooker 

bee is better than the previous one, it 

memorizes the new solution replacing the 

previous food source solution. 

6) Output: 

The last estimate of the three parameters is 

obtained by using the solution on 

completion of the iterative process as the 

best or near-best solution. 

Several experiments were conducted and initial 

values were assumed within the conditions of 

the algorithm the program prepared for this 

purpose in MATLAB/R2017b and based on the 

value next elementary: 

1- Number of websites being searched:   
 . 

2- Swarm size:     . 

3- The final results were obtained upon 

iteration and this iteration was adopted: 

               

4- Abandoned solution:          

4. Root Mean Squared Error 

In this paper, RMSE is used to compare 

each of the MLE, SH and ABC algorithm 

applied to estimate the rate of occurrence of 

GGOP; this measure is considered as a fitness 

function for the ABC algorithm. If    

represents the actual mean rate of occurrence 

of the process, and  ̂  be the estimated mean 

rate of occurrence, then [8]: 

      √
∑   ̂     

  
   

 
 (23) 

5. Results and discussion 

In this paragraph, a realistic application 

was conducted on the shutdown of the Badush 

Expansion Plant in Nineveh Governorate for 

the period from 1\1\2024 - 25\8\2024. 

The first step includes ensuring that the 

data used is suitable for the studied operation, 

and this is done by examining the real data and 

plotting the distribution of cumulative days 

with the shutdown on a logarithmic scale. If the 

majority of these points are arranged in a 

straight line, the data is considered consistent 

with the occurrence rate of GGOP. Using 

MATLAB\R2017b language, the following 

Figure 1 was obtained:

 

Figure 1. Plot of the test of the suitability of the shutdown data under study for GGOP. 
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Figure 1 shows the cumulative number of 

shutdowns in days with their occurrence times 

on a logarithmic scale for the data under study. 

It is noted that the scatter plot shows a linear 

behavior of the data, hence the possibility of 

modeling such data using GGOP. To evaluate 

the performance of GGOP estimation methods, 

the daily shutdown rate of the station during 

the study period was estimated using 

MATLAB/R2017b. The process parameters 

were estimated using the proposed estimation 

methods, the expected time rate of shutdowns 

of the plant was obtained, and the RMSE 

between the actual and estimated values was 

calculated. The results of this analysis are 

shown in Table 1 and Figure 2 below.

Table 1: Estimations of GGOP parameters using three methods with RMSE values for the time rate of shutdowns of plant. 

Method 𝒂̂ 𝒃̂ 𝒄̂ RMSE 

ABC 2.0006 4.2308 1.0001 0.0024 

MLE 1.8548 0.9713 1.0908 0.0853 

SH 1.6774 2.9357 1.2954 0.0566 

 

 

Figure 2. Estimates of the cumulative time rate of shutdowns of plant compared to real data. 

Table 1 shows that the RMSE value for the 

ABC algorithm in estimating the rate of 

occurrence for the GGOP is lower than that of 

the MLE and SH methods. This indicates that 

the proposed ABC algorithm is more efficient 

in estimating the parameters of GGOP. Figure 

2 shows the estimated time rate functions of the 

GGOP using each of the ABC, MLE, and SH 

estimation methods, compared to the 

cumulative real data values representing 

shutdowns of Badush Expansion Plant in 

Nineveh Governorate. 
6. Conclusions 

The present study aims to estimate the 

parameters of the Generalized Goel-Okumoto 

process using two types of methods, the first 

one uses important traditional methods which 

are the maximum likelihood method and the 

shrinkage method. The second one is to 

propose the use of an intelligent method which 

is the artificial bee colony algorithm. Through 

an application on real-world data from the 

Badush Expansion Plant in Nineveh 

Governorate, it was found that the estimated 

time rate function using ABC algorithm is 

closer to the real data than the rest of the 

methods used in estimation, followed by SH 

method, then MLE method, based on RMSE 

criterion. This indicates the accuracy of the 

results of the proposed intelligent algorithm for 



 

 

Najat A. T., Muthanna S. S./Iraqi Statisticians Journal / Vol. 2 (2025): Special issue for ICSA2025: 285-292 

291 

 

use in estimating the parameters of the process 

under study. 
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