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1. Introduction to Artificial Intelligence in Decision Support Systems

Artificial intelligence technologies (Al) and decision support (DS) play a significant
role in the modern business world. Al supports DS by executing the operation of
decision-making in an intelligent and efficient way. A wide range of various models
facilitates making decisions and solving problems (Gupta et al., 2021). The models aim
to analyze the situation, identify potential needs of the decision-maker, identify goals
and preferences, identify alternatives, and thus support the decision-maker in choosing
the most convenient alternative. The decision-maker gets a recommendation that forces
them to further evaluate the benefits and costs of the recommendations and make a
decision based on the discussed information. Al, as a modern technology of computers,
is especially useful as a model of the supplier and as a model of the client. In economics
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and business, Al-DS systems can be mostly profitable in cases of properly defined
decisional issues and direct collaboration of the human with the machine (Cao, 2023).

The general meaning of Al is that computer programs possess real intelligence, that is,
the ability to respond reasonably to statements and situations that are presented in
natural language and natural situations. There is no need for any special calculational
form from the Al program, and this is a crucial difference between traditional computer
programs and Al programs. The Al program operates with the natural form of its data,
that is, real-life information (Algahtani et al., 2023). Al is a response to the needs of
people who do not want to change the format of their problems to satisfy the specific
requirements of the particular programs. Market researchers emphasize the need for
solutions without a priori conditions. The typically considered representational
deficiency in traditional programs is the perception-problem-solving dichotomy.
Deductive and deductive-probabilistic mathematics are the most recognized ways of
solving this dichotomy (Fomin et al., 2020). Figure 1 shows the details of the topic.
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Figure 1 Details of Decision Support in Artificial Intelligence and Its Use in
Objective Data

2. Fundamentals of Decision Support Systems

A decision support system (DSS) is an information system that uses data and user
queries in combination with decision models to generate specific recommendations
with which decision makers may evaluate alternative courses of action and choose the
one that is expected to best achieve the organization's goals (Hamid et al., 2020). A
modern extension to this definition is provided in, where a decision support system is
defined as a computer-based information system that combines models and data in an
attempt to solve semi-structured and some unstructured problems with user
involvement ( Hovorushchenko et al., 2021) (Kruse & Ehrbar, 2020). In this work, we
will present several decision support approaches as applied in artificial intelligence,
shown in the fields of expert systems, logic programming, discrete mathematics, and
the combination of these areas, which are believed to generate successful decision
support proposed here and applied to urban environmental management.

we need to combine efforts from many sections to construct explicit computer tools
that involve a combination of specialized mathematically formalized models and
interactive features that facilitate the user's participation in the skilled judgments
obtained. These definitions express the consensus that a DSS must embody a specific
model to process inputs supplied by the user of the system. Although some kind of
decision model is a necessity for any system that we would like to consider a legitimate
decision support system, should a DSS include any software that is able to represent
and work with a decision model (Aversa et al., 2018) (Wong-Parodi et al., 2020).

2.1. Components and Architecture

Decision support is often implemented in data discovery systems based on the
concept of general artificial intelligence, relying on the calculation of multidimensional
space and its hierarchies. Decision support is a partial Al system designed to assist
decision-making in uncertain environments, making more informed decisions based on
an analysis of data. In the context of the decision-making process, semi-Al as an
instrument is integrating the use of objective data for making more balanced decisions.
To facilitate the work of managers working in rapidly changing conditions (in almost
all industries), balanced decisions are essential. The deep learning techniques, machine
learning, and data mining are required to make complex structures transparent to the
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consumer, which has become a strategic task for statistical recognition of the consumer.
(Jahani & Rayegani, 2020) (Bleher & Braun, 2022).

The combination of modern statistics discussed earlier statistical recognition as a
science with the transparency of achieving statistical decisions as an art is
fundamentally different and has not been performed to date. The practical
implementation of complex decisions has not yet received a satisfactory answer and is
being constantly developed (Tekouabou et al., 2021). The described system is the link
in relation to statistical recognition of a single area. The depth of its consideration is
due to the needs of the data economy. Moreover, the final task is a more accurate
description of the area rather than describing individual objects of this area. The
statistical machine of recognition on these data is motivated integrally treating data,
hypotheses, and conclusions about these data. There are no alternatives to a holistic
approach if the most informed decisions in the system take them (Shyshatskyi, 2020).

2.2. Types of Decision Support Systems

Decision support systems help decision makers to compile information and
models and make judgments in the practical world (Schoonderwoerd et al., 2021).
Thanks to computer software, it has evolved from the early reliance on improved
management information to support toward the current involvement in unstructured
tasks and the decision-making process (Giordano et al., 2021). As shown in the figure,
decision support systems were classified as administrative systems, management
support systems, and decision support systems in earlier research. Later studies further
break down decision support systems and consider these as part of knowledge
management, competitive intelligence, and executive information systems. In
particular, executive information systems are considered an integral part of the
Knowledge Management Systems at the managerial level (Shyshatskyi, 2020).

Decision support systems are also categorized in various ways: based on the recipient
of the support, on the type of management task for which support is to be given, and
on the type of stress situation in which decision support is to be given (Zuiev P et al.,
2020). These groups create special challenges in the development and implementation
of decision support. There is disagreement about whether expert systems should be
classified as decision support systems because these were conceived as tools that
included decision support components (Bleher & Braun, 2022). These computer-based
systems are designed to generate decision-quality support, minimize personal bias,
guard against judgments posed by emotional states, simply clarify decision-making,
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offer a broad perspective, and provide a justification of actions (Jahani & Rayegani,
2020) (Shyshatskyi, 2020). Figure 2 shows the Types of Decision Support Systems.

Types of decision support systems

KINDS WHAT IT DOES HOW IT WORKS

Uses data mining techniques to discern trends
and patterns for predicting future events.
Often used to help make decisions about

inventory, sales and other business processes.

Makes decisions based on
Data-driven data from internal databases
or external databases.

Customized according to Used to analyze different scenarios to meet
Model-driven a predefined set of user user requirements— for example, assisting with
requirements. scheduling or developing financial statements.
Uses a variety of communication Increases collaboration between users
Communication- i3S
AT e tools to allow more than one and the system; improves overall
gnsp person to work on the same task. efficiency and effectiveness of a system.

Data resides in a continuously
updated knowledge base that's
maintained by a knowledge
management system.

Provides data to users that's consistent
with a company’s business processes
and knowledge base.

Knowledge-driven

Enables users to search webpages or databases,
or find specific search terms, such as those
related to policies and procedures, meeting

minutes and corporate records.

Type of information
Document-driven management system that uses
documents to retrieve data.

Figure 2 Types of Decision Support Systems.

3. Attificial Intelligence Techniques in Decision Support Systems

In the field of artificial intelligence, we can find multiple tools of great utility to
assist the management and analysis of the different sources of information. Among all
these techniques, we can highlight the construction of systems to support decisions,
which are a set of concepts and methodologies that combine the computer systems of
information and artificial intelligence in order to help and optimize the decision-
making of an individual or a group (Lee et al., 2021). Its application can be oriented to
multiple hierarchical levels of management, that is, for revision support, intelligence,
and decision control. Such tools were initially created in response to the general
difficulty of treating uncertainty and complexity and refer directly to computer systems
that help managers make decisions effectively and economically, assisting them in the
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access, analysis, and utilization of the necessary sources of information, although these
could contain high levels of uncertainty, complexity, and ubiquitous ramifications
(Yamamoto, 2017). The Figure 3 shows the graph with the main techniques of
Artificial Intelligence used on the development of Decision Support Systems. This
metric counts only traditional Artificial Intelli-gence techniques, it does not consider
new techniques developed by the authors.

To make such tools possible, a series of artificial intelligence and information
technologies had to be used (Zhang & Lu, 2021). An extensive set of artificial
intelligence technologies was used with the primary purpose of bringing more
intelligence and effectiveness to its systems, highlighting the following fundamental
techniques: case-based reasoning and its process, the use of decision trees, expert
systems, intelligent agents, the method of analysis based on analogies, data mining,
reasoning inference, and monitoring system behavior, and research on the use of
computational tools for inference of prior information. On the other hand, within the
scope of the information on techniques such as information retrieval, databases,
spreadsheets, and text and data mining were applied, and tools for decision making and
groupware technologies (D. Lee & Yoon, 2021).

Data Mining
Rules
5.4% Neural Networks
Agents 28.8%
Support Vector
Machine

Genetic
Fuzzy Logic Algorithms

20.7 20.7%
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Figure 3 Artificial intelligence techniques used in decision support systems
(Yamamoto, 2017).

3.1. Machine Learning Algorithms

The modeling process has common steps, such as iteration process. To create
an environment for category transition, in which learning takes place, the following
classification machine learning algorithms were utilized: Neural Network, Naive
Bayes, K-Nearest Neighbor, Decision Tree, and Logistic Regression. In order to assess
the models, given that the model must be able to make the correct type of
decision/question, the confusion matrix of future responses from the model was
calculated for each of the algorithms (Shen et al., 2020) (Chicco et al., 2021). The
creation of the confusion matrix allowed observing the results of each one, their hits,
and their errors, and estimating other indices used to evaluate the models, which can
also be used to compare them, such as Support, Precision, Recall, and F1 score. The
data models described were used in the current study independently of other variables
for model interpretation and were intended to compare the techniques of confusion
matrix and bootstrapping in machine learning (Itoo et al., 2020).

The dataset from the normally used algorithms KNN, Naive Bayes, Neural Network,
Decision Tables, and Logistic Regression contains 4,615 examples with events and
100,000 examples without the event (ACE) classifying lending operations, as shown
in the graph from the confusion matrix and above from the trained models using cross-
validation with 10 folds (Roy et al., 2023). With this number of examples, the
maximum depth of the tree of the Decision Tables algorithm using WEKA software
was 8. All models tested had very similar results for the three confusion matrices. The
production of data is usually governed by statistical principles. Design methods, data
collection strategies, and statistical techniques allow us to handle measurements,
understand information that is being manipulated, and summarize data patterns in a
rigorous and coherent manner.

3.2. Natural Language Processing

There is plenty of objective information that seems to be hidden and cannot be
immediately produced in digital format. Nowadays, there is plenty of text in several
languages available as publicly accessible digital objective data. In such form, this data
can be stored and processed by computers. (Gasparotto, 2024) There are several easy
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procedures to encode text as a more formal and explicit machine-processible form, thus
making it computable (List et al., 2022).

Natural language is a form of information that cannot be directly processed by
computers. Codes and other objects need to be produced. Specific mathematical
methods for the generation and recognition of natural expressions have been developed
at the intersection of computer science, artificial intelligence, and linguistics. They can
be implemented by techniques called natural language processing. With natural
language processing, we can now transform natural language into a computable form
that is easily available for artificial intelligence or other tools. Consequently, these steps
provide access to information from a variety of text, codified in a transparent and
objective form.

3.3. Expert Systems

Expert systems are a type of artificial intelligence system that are generally
oriented to be used as decision support. These systems use expert knowledge about a
particular domain to improve efficiency in the decision-making process. They have the
capability of emulating an expert in specific knowledge and using extensive expert
experience in a useful manner. Expert systems have been implemented for several
medical diagnoses. These systems are composed of computer software that is able to
imitate an expert in some particular fields and assist in performing tasks automatically.
The development, design, and implementation of these systems are based on the
knowledge of experts in complex areas, including mathematical algorithms, which are
the most used methods to achieve inference and decision-making (Nishtar & Afzal,
2024) (Wu et al., 2024).

Using this kind of system, the expert can write rules that the system uses with a set of
known data which correspond to a part of the entire knowledge of experts, and the
remaining part is supplied by the users asking questions with a final processing to give
advice. We can define expert systems as a subgroup that is part of the Artificial
Intelligence area in which the knowledge is represented and interpreted to find adequate
solutions to particular problems, i.e. (Li et al., 2022), a program capable of reasoning
the system’s conclusions. The expert system includes the rules that are known of how
the final procedure is spread and maintains them in an orderly way. Through inference
and the knowledge base, the knowledge about hardware and/or software is utilized to
carry out reasoning. With the aid of an inference mechanism, the expert system
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manipulates the knowledge to achieve a corresponding deductive procedure. Four types
of knowledge are involved in an expert system.

4. Integration of Al and Decision Support Systems

This part is devoted to a separate type of Decision Support Systems, in which the
role of feedback and, accordingly, the planning facility is most fully implemented as
one of the levels of Al tools - expert systems. Indeed, the full-fledged functioning of
expert systems is realized in the process of their constant interaction with the user.
When the user receives decisions, the system records them. The user also asks
questions, and the expert system, in turn, as if reflecting on their decisions, requests the
user to clarify the information provided. Generally, special interactive programs are
provided on the basis of Al, where expert systems and other Al tools can interact with
the users. The internal intermediary also allows many of the direct problems solved by
these systems in the areas of interest to us. In our studies, administrative personnel -
administrators, heads of units, etc., were users of expert systems.

We will differentiate a special user - a client; in the departments they are called the
chiefs of the sector who submitted a request and accepted the products received. By
processing the results of their work with the frames corresponding to the problems,
they formed new knowledge, in the course of their interaction with the consultant, and,
analyzing their activities, the authors represented its model as a hierarchy of
knowledge, which systematizes the accumulated experience and serves as an analogue
of feedback, which compares the Al approaches used in decision support from two
different angles. Initially, these are examples of the most interesting and meaningful
Al tools, specialization data and knowledge bases.

5. Challenges and Ethical Considerations in Al-based Decision Support Systems

Ethical considerations of Al-based decision support mostly focus on general Al
safety issues, including biased recommendations and the ethical implications when
following conclusions. Developers may pay little or no attention to these consequences,
which can cause substantial harm to the population, even when the system is addressing
issues that require strict confidentiality.

Overfitting and associating statements with non-existent paths can lead to false
conclusions that may go unnoticed during system development. It is difficult to prevent
overfitting without hiding information, but the system can control its association with
non-existent paths.
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Biased weightings can also lead to biased conclusions and recommendations. It is
easier to prevent biased conclusions in intelligent machines than those following non-
existent paths. Biased recommendations and conclusions raise ethical issues, such as
declining to offer valid and deserved recommendations and biasing towards what is
most beneficial for the system.

Selective provision of education, health, and financial help based on prior knowledge
of how recommendations will be acted upon can be seen as discriminatory. Therefore,
biased recommendations should be considered highly unethical.

General failure to assist those suffering, withholding help and coverage based on
classification feedback and biased weights inferred from the data, is also considered
unethical. This not only causes inefficiencies but also affects societal behavior and
undermines public health initiatives. An example of this was seen in the Brazil Felipe
eradication campaign, where percentages drove the initial financing structure.

It is important to remember that even with only a small weight, large parts of society
may be affected, and not all of the weight needs to be present to infer consequences.
Helping biased decisions and those with good prospects, while precluding flawed
morality and concealing inhuman and degrading treatment, argue that the health of both
the decision maker and the decision maker's health system should be prioritized.

Overall, these ethical considerations highlight the need for a prepared and sustainable
health system that takes into account the potential consequences of Al-based decision
support.

6. Objective Data in Decision Making

Now, an attempt will be made to present the capability of expert-system technology
to make use of "objective data" to support decision making, typically the unique
domain of data-driven methods of analysis and synthesis such as "statistical™ and
"mathematical model.” Alternative data-collection strategies such as interviews,
observations, or questionnaires provide information from which the professional in a
quadratic programs industry administrative investigate to know that similar relevant
variables have similar values. This is the most direct way to provide sufficient
"support” of critical decision-maker so they can confidently make provisional
decisions.
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The ideal approach is to develop a set of variables that will allow deciding on persons
who get favorable decisions, while distinguishing between the benevolent cases and
other futuristic contractors. The data collection problem is the most difficult part of a
decision support advisory project tasks. The more structured the decision problem, the
more structured ways one can design to collect the data. Define what kind of decision
making a decision-support system is needed and what data related to the problem need
to be collected even if it involves inferences regarding unknown facts. Then locate the
required data and design ways to collect them. It's quite likely that decision support in
many fields go through their development stages in the human-information-handling
route. So far, relatively little attention has been directed toward making use of
objective-data advantage in advisory expert systems. The issues of what can be gained
versus what can be lost are empirical-librarian issues. Robotics research is continuing
to progress at such important advances have been made areas as sensor, mobility, end-
effectors, and the control of simple intelligent robots.

6.1. Definition and Importance

The decision support system plays a vital role in providing the user with data
and conclusions obtained from these data, to make critical decisions in the right
direction. Modern decision support systems, which have Al-based constructs and offer
decision support services to the user, are among the applications that have become
widespread and came to the fore with the increase in computer usage and software
technology. The design of decision support systems has become one of the most
popular areas of application of artificial intelligence in recent years. Expert systems
also have the main function of generating knowledge in a specific field and providing
this knowledge to users in the form of a decision support system. The basic aim of
expert systems and decision support systems and decisions taken to assist people
concerned to provide expertise in problem-solving in professional terms.

Al and expert systems provide support to systems in decision-making processes to be
established in a very real sense. The quality of such intelligent decision support
systems, which should help the decision-maker increase the level of rationalism, should
be expressed in both satisfying the decision-maker's problem-solving capability and
providing immediate assistance within the specified time constraint. In this context, the
functional aspects discussed in conjunction with data-based decision support systems
can be said to be valid for expert systems (artificial intelligence data-based systems).
This decision support process is applied to systems that use programming-based
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languages and are often employed to produce solutions that are characterized by large
volumes of data, databases, and interactive data management systems and that can
directly influence corporate information management policies. Furthermore, in the case
of the resolve studies carried out in the enterprise information management chart, the
tools of artificial intelligence and expert systems can often be used, in particular, to
"teach" or assist the resolution-makers.

6.2. Sources of Objective Data

Three ways of finding these patients and interviewing them are suggested. One
method is suggested as having potential in Spain, a second in the United Kingdom, and
a third in Germany. The second empirical assumption calls for larger resources
(Romay-Barja et al., 2021). These are needed to confirm the completeness of sampling
and optimize the composition of the motivational mix in the treatment. Five aspects of
this are examined: specific sequence of motivation sources, specific individuals
performing the tasks, contiguity of the therapy schedule, seniority of individuals
performing the tasks, and level of interaction within the therapeutic team. Then
motivation issues are tackled, and some pointers are given to how the desired
motivation levels may be achieved.

The final question placed several calls for decision support on the table. What decisions
are made by treating psychiatrists, and what procedures guide these decisions? Is the
decision-making situation the same for every patient during their treatment? What are
the procedural barriers to the potential implementation of decision support in artificial
intelligence and to the flow of objective data, and how can they be overcome.

7. Applications of Al in Objective Data Decision Support Systems

Decisions are made throughout the strategic management process to analyze,
formulate, and successfully implement an effective business strategy. Decision aids or,
more precisely, decision support systems need to support managers at critical stages of
the strategy management process. Despite advancements made on strategic decision
support systems (SDSS) over the past 30 years, the technology has hardly been adopted
by the management community at large. Artificial intelligence technologies are
currently being advanced and their abilities recognized, hence it has been suggested
that they provide a more effective and viable solution. The purpose of this work is to
identify the use of artificial intelligence as a decision aid in providing objective
strategic data.
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where Al has been used to offer various capabilities such as assistance with forward
strategizing, the understanding of certain more complex qualitative data types, and the
improvement in performance for some existing quantitative data analysis methods. The
examples suggest that the use of Al can offer strategic managers more flexibility and
more power than current traditional decision-making support systems and therefore
contribute to a more effective objective data decision support environment. It is
important to realize that the introduction of a decision support system comes with its
own set of organizational and environmental challenges and that an organization must
be correctly prepared for the insertion of a given Al-based decision-making system.
However, it is the belief that while there are a number of drawbacks to be considered,
the use of Al has the benefits that far outweigh these concerns.

7.1. Healthcare

Clinical decision support (CDS) systems are a key component in artificial
intelligence and are of utmost importance when used in structures that are based on
their intended requirements. These structures are not easily attainable and require
expert knowledge and extensive testing. Our aim is to provide healthcare workers with
up-to-date knowledge base support tools that balance the need for improved health and
reduced costs. The best way for healthcare workers to follow treatment, therefore, is
through artificial intelligence.

To develop an integrated CDS architecture applied to hospital infection control, an
object-oriented model was designed. Then, a system made up of workstations and
knowledge databases maintained by expert system shells was built. This special CDS
contains several innovative ideas to improve interdisciplinary communication and
performance.

Healthcare Management, Communication, and Evaluation of Functional Health
Information Access is a concept encompassing the control, valuation, and
communication of health data and management. Based on clinical practice, healthcare
professionals encounter health information that may be used to drive their decision-
making. However, health information has transformed considerably as data is used for
ad hoc, transactional, tactical, as well as strategic and operational patient care.
Functional health information reflects patients' overall health awareness by placing
patients in the middle of their data. This patient information is documented in a
structured form that allows users to measure adherent responses.
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7.2. Finance

Decision support in finance includes a wide set of problems starting from
pricing and ending with qualitative research of company activities. both about hedge
funds, their strategies and all variants of decision support for analysis of applied
models. This last problem is a relatively new and interesting in information systems. It
is really an intelligent information system that firstly should not only obtain, store,
transform and transfer data, but also understand the semantics of it up to some level. It
applies methods of simple decision support, DSS, whose history begins from the mid-
1960s when management used computers and tools like optimization to help them in
discovering a preferred solution for semistructured and unstructured problems of
decision-making.

However, in finance you can find peculiarities of DSS. One of them is a need for expert
knowledge and PC issue, and the other one is measurement of effectiveness of decision
support systems, because it normally includes subjective estimations or even
knowledge assumed while the process of intelligent system operation. And this is one
of the most used consulting domains. Corporate consulting, independent investment
consulting, advice on how to bypass synthetic securities limitations - these are the most
popular applications today. The big money industry has great opportunities not only
due to its elite status, but also due to the confidential nature of work. Consulting is still
occupying one of the leading positions in Al finance tools usage due to its systematic
nature.

7.3. Marketing

We suggest an algorithm to extract valuable objective data from online services
and facilitate sex discrimination in the real economy. The tool allows decision makers
in marketing and HR to receive actual community feedback on products and strategies.
This provides a quick response and creates an opportunity to influence an opinion.
Artificial intelligence applications for different types of discrimination economically
easily determine gender discrimination. Although corporate social responsibility is
gradually becoming a "must have" digital brand, tools for influencing perception are
needed. The ability to quickly analyze any reasonable set of socio-cultural truths, such
as those provided by modern online platforms, creates a decision support system. Such
algorithms are difficult to implement because of cultural, language, social, intellectual,
and other subjective factors that are difficult to encode.
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Keyword analysis is not a solution to the problem of understanding cultural content.
To support decision-making in data environments with cultural context, we suggest an
algorithm that allows objective features to be extracted and later fed into a classifier.
The method is useful for web data mining and keyword ranking extraction algorithms.
The problem of gender discrimination in the labor market ensures well-motivated job
satisfaction and satisfaction. Minimizing the impact of discrimination is a positive
practice that significantly increases social and economic development by efficiently
using human capital. Discriminatory pay gaps are employees who have similar skills,
experience, knowledge; perform work of similar value under similar conditions, but
are the value to the employer and are considered purely because of their gender. The
lack of wage equality is a reflection of inequality, gender inequality, and justice.
Additionally, it is the reason why women's total income is lower over their lives.

8. Analyzing Case Studies and Successful Examples

These examples illustrate methods of using a diverse set of machine learning
and reasoning strategies to address decision support problems. The ability to
demonstrate value in this challenging area suggests that object-level decision support
systems are increasingly feasible and economical. Based on the social impacts of our
work in these areas, we also expect that they will be increasingly cost-effective and
socioeconomically valuable. These emerging results suggest that the underlying
science and engineering infrastructure to build decision support systems is an
increasingly well-developed field, with established methods, tools, infrastructure, and
expertise, and economies of scale and reuse across domains.

We conclude with a set of challenges for decision support research. These include both
the development of enterprise-level systems and technologies, and fundamental
research in Al, decision theory, human-computer interaction, and machine learning.
With the right community investment and engagement, and perhaps some smart
technology accelerants like those planted by some recent high-profile government and
corporate investments in Al infrastructure, the challenges of decision support are ripe
for real progress. Today, many automated systems work in tightly tied applications
where a narrowly scoped expert in a specific problem area or a closely related area can
identify an acceptable base algorithm or approach—solutions are being developed at a
level that Edgar Codd might argue was a race to become a good aircraft mechanic rather
than an aeronautics scientist. With respect to modern aircraft development, original
design and ultimate innovation efforts are analytical, involve complex systems, and
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typically address influential hot projects, rather than simple low-value devices that
might achieve broader market acceptance but smaller practical impact. In many Al
applications, we too often limit our collective aspirations to accommodate the classic
time-constraints of available computation and the overabundance of often ambiguous
data, rather than leveraging those tendencies as opportunities for subsequent
improvements. In the process, we produce too many solutions that render experts
useless, including methods for diagnosing and upgrading complex software systems or
managing high-availability environments. We have the unique advantage of being able
to investigate the added potential of advanced decision-support technologies, to
advance the discipline of decision support, and to add significant value to related
missions that address other fields of knowledge and expertise.

9. Future Trends and Innovations in Al Decision Support Systems

The outlook for the field of Al in healthcare has never been brighter. The role of
observation and classification has been widely accepted, particularly as it pertains to
"real narratives." In health services research, demonstrating best practices has been
neglected. Objective data that demonstrate defined rational care are of subsequent
greater value and have the potential to be generated by decision support. The
incremental increase in the application of Al to assist with complex mental processing
tasks suggests other unmet needs may become apparent. Cognitive tasks, particularly
those involving abstraction, judgments of similarity, large knowledge bases, and
translation may be further facilitated as speculated by Turing in his 1950 article
'‘Computing Machinery and Intelligence'.

Three highly influential and landmark Al conferences held in 1989, 1994 and 1999,
provide persuasive milestones that have shaped advancements. A number of "tipping
points" were suggested by the same author in 1990. These may be defined by individual
known Al systems and projects. AI/ES has been successful in assisting outcomes from
my own research. Other tipping points have been suggested due to expert knowledge
development. Tools to articulate and transfer mental processes guided diagnostics of
professionals on role and responsibility. 2003 saw the emergence of PC-based broad
schemes of interoperability founded on XML. The concurrent lift in interest in the
potential applications of the methodology in risk assessment and management indicate
perhaps the first multi-industry watershed application of Al beyond the 1980s expert
systems. Al decision support is being recognized as a valid response supertertiary
government and regulator needs.
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