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Swarm Algorithms
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ABSTRACT

An intrusion detection system (IDS) is a system that monitors network traffic for any mistrustful activity and issues
alerts when it is detected. The selection of feature stage is important in effective intrusion detection systems, as it
determines the features that are most influential in detecting normal traffic and malicious traffic. In this study, new
proposed hybrid method for selecting features in intrusion detection systems based on the hybrid binary Salp Swarm
algorithm (SSA) and the binary Pigeon Inspired Optimizer (PIO), inspired by the collective behavior of animals. The
proposed method removes unnecessary features and increases the number of features necessary, as the classification
accuracy reached 99 percent. This feature selection approach increases the overall performance of intrusion detection
systems by combining the strengths of binary SSA and PIO.

Keywords: Network intrusion detection systems, NIDS, Salp swarm, Pigeon inspired, SSA

Introduction

Network intrusion detection systems (NIDS) are
security systems that monitor network traffic for sus-
picious activity, giving an alert if such activity is
identified. One of the most difficult aspects of cre-
ating a successful NIDS is identifying features that
can reliably distinguish between normal traffic and. . .

Malicious Traffic,1,2 where appropriate selection of
features greatly increases the accuracy and efficiency
of IDS; therefore, feature selection is crucial in build-
ing intrusion detection systems.3,4 In the feature
selection stage, a subset of relevant features is se-
lected from a broader set of available features. In
NIDS, there are several techniques for feature se-
lection, including filtering, pooling, and embedding
methods.5,6

To increase the accuracy and efficiency of intrusion
detection systems, swarm algorithms were used in the
process of selecting the most important features, as
swarm algorithms are considered more effective in
the feature selection process than traditional meth-
ods.7,8 Swarm algorithms successfully deal with the
high dimensions and dynamic nature of network
traffic data, and in general, swarm algorithms are
considered as promising algorithms to enhance the
performance of intrusion detection systems and net-
work security.9,10

Related works

Several studies have been carried out in order to
improve the feature selection process in Intrusion
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Detection Systems (IDS). In one study,11 a Particle
Swarm Optimization (PSO) algorithm with feature
selection (FS) was implemented to improve the accu-
racy and detection rate (DR) of IDS. By utilizing the
Random Forest (RF) algorithm, the top 10 features
out of 41 were selected, and the PSO algorithm was
applied to these features. The suggested algorithm
exceeded of other methods, that’s having higher ac-
curacy10 features only. Another study12 presented
a new wrapper feature selection method which
combined between Pearson’s correlation and Whale
Swarm Optimization for IDS in cloud computing en-
vironments. Compared to the K-Nearest Neighbor
(KNN) algorithm, this method achieved remarkable
superiority, as the accuracy reached 80% on the orig-
inal dataset by selecting 8 features out of 42. Another
study aims to increase efficiency and reduce complex-
ity, another study13 presented a majority vote system
that combines three standard methods for selecting
features, which leads to improving performance and
building computationally effective IDS. In addition, a
feature selection algorithm was proposed14 based on
the Pigeon-Inspired Optimizer to reduce the number
of features while maintaining a high detection rate
and accuracy, at the same time, low false alarms. The
algorithm achieved high success in terms of True Pos-
itive Rate (TPR), False Positive Rate (FPR), accuracy,
and F-score compared to other modern approaches.
Another study,15 explored the utilization of XGBoost
and Naive Bayes (NB) classifiers to create a robust
network anomaly detection model. Improved detec-
tion rate, recalls, F-measurement, and false alarm
rates for the network IDS due to the benefit of Salp
Swarm Algorithm (SSA). In addition, the accuracy
in intrusion detection is improved and the selected
features are significantly reduced when based on bio-
inspired algorithms and mutual information (MI).16

Adaptive voting was proposed in another study,17

combining multiple machine learning techniques and
wrapper feature selection methods to achieve high

accuracy and suitable testing time. Various machine
learning techniques, such as Decision Tree, Random
Forest, and SVM, were employed in predicting preva-
lent attacks using feature selection techniques.18

An Ensemble Learning algorithm-based network IDS
model was proposed in another work,19 utilizing
AdaBoosting and bagging ensemble learning algo-
rithms to modify four classifiers, resulting in high
accuracy and a low false-negative rate. Finally, a
hybrid intrusion detection system combining feature
selection and weighted stacking classification algo-
rithms20 achieved improved accuracy and precision
compared to traditional machine learning models.
These related works collectively contribute to the ad-
vancement of IDS by offering innovative approaches
to feature selection, enhancing accuracy, reducing
complexity, and improving the overall performance
of IDS models. By relying on various techniques in the
field of machine learning and effective optimization
algorithms in order to achieve further advancements
in intrusion detection and network security systems.

Dataset

The NSL-KDD database shown in Table 1 is consid-
ered an improved version of the KDD’99 database. It
is a good and useful benchmark that helps researchers
choose different techniques for intrusion detection,
despite it being limited. This dataset was developed in
2009 by Tavallaee et al.21,22 These databases provide
an evaluation of attack types for computer network
intrusion systems and selection of features. They may
provide a training set of up to 125,973 instances, and
the testing set reaches 22,544 instances. Additionally,
the feature selection integrates 41 features from the
KDD Cup 1999 dataset. This dataset has been used
in many research studies, adopted and published as
benchmark results. It is free and available for down-
load through many online sources.23,24

Table 1. List attributes of NSL-KDD dataset.25

Sr. No. Feature Sr. No. Feature Sr. No. Feature

1 Duration 15 Su attempted 29 Same srv rate
2 Protocol type 16 Num root 30 Diff srv rate
3 Service 17 Num file creations 31 Srv diff host rate
4 Flag 18 Num shells 32 Dst host count
5 Source bytes 19 Num accessfiles 33 Dst host srv count
6 Destination bytes 20 Num outbound cm ds 34 Dst host same srv rate
7 Land 21 Is host login 35 Dst host diff srv rate
8 Wrong fragment 22 Is guest login 36 Dst host same src port rate
9 Urgent 23 count 37 Dst host srv diff host rate
10 Hot 24 Srv count 38 Dst host error rate
11 Number failed logins 25 Rerror rate 39 Dst host srv error rate
12 Logged in 26 Srv error rate 40 Dst host error rate
13 Num compromised 27 Rerror rate 41 Dst host srv error rate
14 Root shell 28 Srv error rate 42 Class label
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Swarm optimization algorithm

Algorithm of salp swarm (SSA)

This algorithm, called SSA, was proposed by Mir-
jalili et al. it is considered one of the random
population-based algorithms. SSA mimics the way
salps swarm in the ocean to hunt food. Salps typically
form a swarm known as a salp chain in heavy waters.
The salp at the head of the chain is the leader in the
SSA algorithm, and the salps that are left behind are
referred to as followers. Similar to previous swarm-
based methods, salps’ position is determined inside
an s-dimensional search space, where s is the prob-
lem’s variable count. Thus, a two-dimensional matrix
named z contains the position of every salp. As for the
swarm’s aim, it is also presumable that there is a food
supply in the search area with the name P.26–28 The
following equation can be used to move the leader
salp:28–30

z1
n =

{
pn + r1

((
un − ln

)
r2 + ln

)
r3 ≥ 0

pn − r1
((
un − ln

)
r2 + ln

)
r3 < 0

(1)

The meanings of all symbols are shown in Table 2.

r1 = 2e−
(
−

4a
A

)2

(2)

The coefficient r1 is the essential parameter in SSA
because it provides a balance between exploration
and exploitation capabilities.

Based on what Mirjalili et al.28 say, Eq. (1) and
Eq. (2) change the position of salps. In SSA, the most
recent answer is mostly based on the most recent best
solution. To make the salp swarm algorithm (SSA)
better, an inertia weight ω 2[0,1] is added to SSA,
just like it was done in the PSO algorithm. The new
number in the SSA algorithm speeds up the speed
at which the search results come together. It also
strikes a balance between the abilities to exploit and
explore so that it can first avoid a huge number of
local solutions in feature selection tasks and then get
a clear picture of the best solution.28,29 The following
equations show the new algorithm:

z1
n =

{
ωpn + r1

((
un − ln

)
r2 + ln

)
r3 ≥ 0

ωpn − r1
((
un − ln

)
r2 + ln

)
r3 < 0

(3)

For more details about the algorithm, please refer
to the reference.28,31

Pigeon-inspired optimization

An intelligent algorithm known as the Pigeon-
Inspired Optimization (PIO) algorithm was developed

Table 2. The meanings of all symbols.28

Symbol Meaning

Znl leader position in nth dimension
Pn food source position in nth dimension
Un upper bound of nth dimension
In lower bound of nth dimension
r1, r2, and r3 random variables uniformly produced

in the interval of [0,1].
a current iteration
A maximum number of iterations
Z position of mith follower salp in nth

dimension
e time

by taking inspiration from the behavior of pigeons
that had returned to their nest. An approach that is a
binary variant of the PIO algorithm is known as the bi-
nary pigeon-inspired optimization (BPIO) algorithm.
This algorithm can be utilized to optimize binary ap-
plication problems. The algorithm operates through
the iterative updating of pigeon positions, consider-
ing their individual best positions (local best) and
the best position found by the entire swarm (global
best).32,33 The equations governing this process in-
clude the movement equation:

Xi (t + 1) = Xi (t )+Vi (t ) (4)

where Xi(t) represents the current binary position of
pigeon i at time t, and Vi(t) denotes the velocity term,
determined by

Vi (t ) = r1 .
(
Pbesti (t )− Xi (t )

)
+ r2.

(
Gbest (t )− Xi (t )

)
(5)

In equations Pbesti(t) signifies the best position that
pigeon i has ever encountered while Gbest(t) repre-
sents the best position found by the entire pigeon
swarm at time t. Random coefficients r1 and r2 are
responsible for governing how much influence local
and global bests exert.34,35 For more information con-
cerning Binary PIO Algorithm on Feature Selection
for IDS readers are referred to go through detailed
methodology outlined in.30,31

Proposed method

The research introduced SSA-PIO as a new ap-
proach to feature selection. It combines two novel
algorithms that are binary Pigeon Inspired Optimizer
and hybrid binary Salp Swarm algorithm for identi-
fying features that help in enhancing the efficiency
of IDS. The new method works by producing binary
vectors for both algorithms where 1 represents the
presence of a feature and 0 its absence. Lastly, the
resultant binary vectors are combined into a bigger
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Fig. 1. Intrusion detection framework with hybrid SSA-PIO feature selection.

vector to create a final feature subset. To illustrate
this technique, Fig. 1 is an example of a proposed
algorithm for selecting relevant features for an in-
trusion detection system with respect to recognition
accuracy. Its purpose is to choose features correctly,
so as to improve recognition performance.

Dataset preprocessing for the NSL-KDD
analysis

In order to get the data ready for classification,
the first thing that has to be done is to clean up
any incomplete data and transform any symbolic fea-
tures into numeric features while the representation
process is taking place. The second feature of the
protocol, for instance, includes icmp, tcp, and udp
communication protocols. For every symbol, it is pos-
sible to transform it to the values 0 and 1, and then
to 2 such that the third and fourth features are used.
In addition, the classes have to be transformed to
a particular number when the final feature is being
implemented. By way of illustration, it is a represen-
tation of the normal, DOS, PROBE, R2L, and U2R for
the values 0, 1, 2, 3, and 4, respectively. Following
the representation, the normalization procedure in-
volves bringing all values into the range of 0 to 1 by
employing Eq. (1). This is done in order to prevent the
classifier from developing a bias toward high values.
A breakdown of the preparation steps for samples
taken from NSL testing data is presented in Table 1.

x =
x−min
max−min

(6)

Where x represents a feature value, min represents
the minimum value in the feature and max represents
the maximum value in the feature.

Proposed hybrid swarm feature selection

In this study a combination of the Salp Swarm Algo-
rithm and a binary inspired optimizer is employed to
select features, for Intrusion Detection Systems (IDS)
as shown in Fig. 2. To create an IDS that can accu-
rately distinguish between malicious network traffic
it is crucial to carefully choose the appropriate fea-
tures. this study uses salps and pigeons’ collective
behavior to design these new methods to solve this
problem.

The hybrid binary SSA-PIO approach generates a
binary vector for each feature, where 1 indicates good
features. In contrast, 0 features will be deleted. By
combining these binary vectors, the largest vector
represents the final subset of features.

Binary SSA-PIO randomly initializes a salp and pi-
geon through random binary vectors, after which the
network traffic is classified as malicious or normal, in
this way it is different from others.

In this study, the velocity and position of the pi-
geon and salp were modified by fitness evaluation,
and they are quite similar to SSAs and PIOs. This
technique contributes to controlling the examination
of the solution space and achieving convergence with
the local optimum by specifying criteria that balance
between exploring the search space and exploiting it
during optimization, which leads to improving the
effectiveness of the algorithm.
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Fig. 2. Hybrid binary SSA-PIO feature selection process for IDS.

A Hybrid Binary Salp Swarm Algorithm and Pigeon
Inspired Optimization (SSA-PIO) for Feature Selec-
tion in IDS:

1. Randomly populate salps and pigeons with bi-
nary vectors consisting of 0s and 1s.

2. Evaluate the usefulness of each resultant solu-
tion as a classifier for network traffic that is
normal or malicious.

3. For each salp and pigeon, update position and
velocity by: a. Updating the speed using SSA
equation b. Updating its position using PIO
equation c. Reset when it goes outside search
space.

4. Re-evaluate the fitnesses of solutions after up-
dating the positions and velocities.

5. Update personal best positions of salps and pi-
geons based on individual fitnesses.

6. Calculate for the whole population a new global
best position according to fitness.

7. Repeat steps 3 to 6 until stopping criteria (max-
imum number of iterations) are met.

8. The best solution should be used to select fea-
tures with a binary value of 1Here are the

equations for updating the position and velocity
of each salp and pigeon:

SSA equation:

velocity = w ∗ velocity + c1 ∗ r1 ∗ (pbest_position
- position) + c2 ∗ r2 ∗ (gbest_position - position)
position = position + velocity

PIO equation:

velocity = w ∗ velocity + c1 ∗ r1 ∗ (pbest_position
- position) + c2 ∗ r2 ∗ (gbest_position - position)
+ c3 ∗ r3 ∗ (migrate_position - position)
position = position + velocity

Where w, c1, c2, and c3 are the parameters that
control the balance between exploration and ex-
ploitation of the search space, r1, r2, and r3 are
random numbers between 0 and 1, pbest_position
is the personal best position of the salp or pigeon,
gbest_position is the global best position, and mi-
grate_position is the position of a randomly selected
salp or pigeon.

The hyperparameter values were set after several
trials as follows:

• Inertia weight (w): 0.7
• Cognitive parameter (c1): 2.0
• Social parameter (c2): 2.0
• Migration parameter (c3): 0.5

Setup and experimental environment

This work presents an algorithm method that is
based on an implementation of Python that makes
use of the sci-kit-learn toolkit. The purpose of this
implementation is to experiment what happens in a
system that has an Intel Core i7-7500u CPU at a speed
of 2.70 GHz. The NSL-KDD dataset was used to test
the efficiency of the model. The experimental results
of this study are obtained from 5-fold cross-validation
to rule out the effect of randomness ‘on the results.

Metrics of evaluation

In this particular piece of research, the evaluation
criteria that were utilized were as follows: accuracy
(Acc), detection rate (DR), F1 score, and false alarm
rate (FAR). The Eqs. (7) to (10) is used to calculate
the metrics in the appropriate manner.

Acc = (TP+ TN) / (TP+ TN+ FP+ FN) (7)

Precision = TP/ (TP+ FP) (8)

DR = Recall = TP/ (TP+ FN) (9)
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Table 3. Performance evaluation of feature selection models.

Model No. of Features Class Precision Recall F1-Score Accuracy

All Features 41 normal 0.92 0.93 0.93 0.93
anomaly 0.94 0.93 0.93

Binary Salp Swarm Algorithm 14 normal 0.96 0.93 0.94 0.95
anomaly 0.94 0.97 0.95

Binary Pigeon Inspired Optimizer 17 normal 0.98 0.95 0.97 0.97
anomaly 0.96 0.99 0.97

Proposed Algorithm (Binary SSA-PIO) 32 normal 0.99 0.99 0.99 0.99
anomaly 0.99 0.99 0.99

F1 = 2 ∗
([

Precision_Recall
]
/
[
Precision+ Recall

])
(10)

Results and discussion

The efficiency of the proposed algorithm in feature
selection was evaluated and compared to three other
models. The comparison models used were as follows:

1. All Features: This model had all features se-
lected.

2. Binary Salp Swarm Algorithm: This model used
binary Salp Swarm Algorithm for feature selec-
tion.

3. Binary Pigeon Inspired Optimizer: The feature
selection in this approach involved binary Pi-
geon Inspired Optimizer. The evaluation results
revealed that the suggested method outper-
formed other methods. Table 3 summarizes the
comparative findings:

According to this table, the suggested method had a
highest accuracy that was at 99% and the others had
a lower accuracy. It also has the topmost Precision,
Recall and F1 score hence it could identify relevant
features to improve classification.

These results above depict how this algorithm can
reduce irrelevant features while incorporating out-
puts of binary Salp Swarm Algorithm and binary
Pigeon Inspired Optimizer, thus enhancing feature
selection to improve overall performance for other
subsequent tasks or models based on these selected
features.

Conclusion

This study used a new way to pick features in
Network Intrusion Detection Systems (NIDS). it did
this by combining a hybrid binary Salp Swarm Al-
gorithm (SSA) and a binary-inspired optimizer (PIO).
By using binary vectors, this method can pick out im-
portant features and get rid of unnecessary ones. This
makes the selected features more important. When
compared to other models, this approach did better

in precision, recall, and F1 score. It had an outstand-
ing accuracy rate of 99%. Using the hybrid binary
SSA-PIO strategy improved the overall effectiveness
of different tasks or models that rely on the chosen
features and feature selection. When use Random
Forest as a classifier, it made the results more resilie-
nt and accurate. The hybrid binary SSA-PIO method
in general presents a potentially effective strategy
for feature selection in Network Intrusion Detection
Systems (NIDS), with increased accuracy and less
complexity, leading to better performance of the en-
tire system. An extensive inquiry into this method
and its examination would contribute significantly to
advancing network security and intrusion detection
systems.
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تحسين اختيار الميزات في أنظمة كشف التطفل على الشبكة باستخدام 

 خوارزميات سرب ثنائية هجينة جديدة

 

 3لبنى ذنون احميدي ، 2 اسماء موفق محمد ،1 ماهرخلف حسين 

 .تلعفر، الموصل، العراق مركز الحاسبة، رئاسة الجامعة، جامعة1
 تربية حاسبات، كلية التربية الصرفة، جامعة الموصل، الموصل، العراق.2
 البرمجيات، كلية تكنولوجيا المعلومات، جامعة نينوى، الموصل، العراق3

 

 محيطات.الاحتشاد في ال، اسراب الحمام ، اختيار ميزات، حماية، انظمة كشف التطفل الكلمات المفتاحية:

 ةالخلاص

تعتبر أنظمة كشف التسلل إلى الشبكة ضرورية في مراقبة حركة مرور الشبكة واكتشاف الأنشطة الضارة. يعد اختيار الميزات جانباً 

فعالاً، لأنه يتيح اختيار الميزات ذات الصلة التي تميز بدقة بين حركة المرور العادية والخبيثة. تقدم  انظام كشف تسللمهمًا في تصميم 

 Salp مستوحاة من سلوك الاحتشاد في المحيطات خوارزميتين الاولى طريقة جديدة لاختيار الميزات تدمج بين  هذه الدراسة

Swarm Algorithm (SSA)   الحمام اسراب  مستوحاة منالثانية و Pigeon Inspired Optimizer (PIO)  ويتفوق المنهج ,

 ة.حيث تعمل الخوارزمية المقترحة على إزالة الميزات غير الضرورية و زيادة المقترح على النماذج السابقة من حيث التقييم والمقارن

 %99اثبتت الخوارزمية المقترحة كفاءة عاليا حيث بلغت دقة التمييزالميزات ذات الاهمية الاعلى ، عدد 
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