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RESEARCH ARTICLE

Performance of CNN and LSTM Model on
COVID-19 News Headline Data Classification

Dian Kurniasari® ', Luthfia Nur Azizah® ', Purnomo Husnul Khotimah® 2,

Warsono® '

1 Department of Mathematics, Faculty of Mathematics and Natural Sciences, Universitas Lampung, Lampung, Indonesia
2 National Research and Innovation Agency of the Republic of Indonesia, Bandung, Indonesia

ABSTRACT

During the COVID-19 pandemic, mass media, especially online news portals, have been essential in disseminating
health information and governmental policies, serving as the primary reference for the general public. Unfortunately,
not all news articles are relevant to COVID-19 case monitoring. Some sources provide information that is less useful for
tracking the pandemic’s progression. Thus, it is crucial to develop a methodology that allows news articles to effectively
aid stakeholders in monitoring COVID-19 developments. This study proposes using Deep Learning (DL) models to classify
news headlines for this purpose. The aim is to identify suitable and reliable DL models for classifying Indonesian-language
news headlines related to COVID-19 by comparing two popular models: Convolutional Neural Network (CNN) and
Long Short-Term Memory (LSTM) under various data imbalance scenarios. To improve model performance and reduce
overfitting during training, hyperparameter tuning is applied to parameters such as epochs, batch size, dropouts, and
LSTM units. Furthermore, the model uses the Count-Vectorizer approach for word embedding with the Bag of Words
(BoW) technique to effectively understand the text’s vocabulary. The results indicate that the CNN model outperforms
the LSTM model in terms of precision, efficiency, and reliability, especially in scenarios with imbalanced data. The CNN
model proves superior across all levels of data balance when evaluating its capacity to classify imbalanced data.

Keywords: COVID-19, CNN, Imbalanced data, LSTM, News headline data classification

Introduction

COVID-19, caused by the highly transmissible
SARS-CoV-2 virus, swiftly spread worldwide after its
initial detection in Wuhan, Hubei Province, China, in
late December 2019. Given its severity, the World
Health Organization (WHO) declared it a global
pandemic on March 11, 2020.' SARS-CoV-2 has con-
tinued to evolve, resulting in various strains with
differing levels of infectivity and mortality. This situ-
ation has raised concerns among government bodies,
health institutions, and the general public. Con-
sequently, these stakeholders must understand the
current state of COVID-19 to effectively disseminate

necessary information and develop strategies to com-
bat this global health crisis.

Amid the pandemic, online media platforms,
particularly news portals, play a crucial role in
distributing health information and governmental
policies, serving as the primary source of information
for the general public.%® That is due to their ability to
deliver news quickly, conveniently, and with frequent
updates on local events. Additionally, online news
portals offer substantial potential as a reliable and
informal data source for monitoring the real-time
dynamics of COVID-19 status.? Unfortunately, not
all broadly categorized news reports using terms like
“coronavirus”, “COVID-19”, and “pandemic” cover
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relevant topics comprehensively. Indeed, some
sources provide COVID-19 information that lacks
relevance in monitoring the changing state of the
pandemic. Therefore, a methodology is needed to
enable news articles to serve as a reliable point of
reference for stakeholders in monitoring the evolving
status of COVID-19.

A commonly used method involves categorizing
news texts. However, comprehensively analysing the
entirety of a news article to determine its main sub-
ject can be challenging. An alternative approach is to
focus on the headline. News headlines are succinct
and offer a rapid means to ascertain the primary sub-
ject matter. Khotimah et al.® presented evidence that
dengue fever outbreaks can be detected by analyzing
the titles of Indonesian-language news articles from
online news portals.

Text classification proves highly effective in cate-
gorizing text based on its content.®” However, this
process often faces challenges due to imbalanced
class distributions, where one class significantly out-
weighs another. This imbalanced dataset condition
complicates information extraction and introduces
bias into classification results.® The severity of this
issue hinges on the imbalance ratio of data used in
training, exacerbating bias against the majority class
as the level of imbalance intensifies. °

The problem of data imbalance has been a
prominent focus in classical Machine Learning
(ML) research for more than a decade.'® Handling
imbalanced data poses challenges in traditional data
science and ML, especially with large datasets. Deep
Learning (DL) models have effectively addressed
this issue.!’ These models allow computational
systems to learn data representations through
multiple processing layers, capturing varying levels
of abstraction. Moreover, the non-linear nature
of DL models and their ability to seamlessly
incorporate word embeddings often result in
higher classification accuracy than traditional
linear classifiers. Consequently, DL models have
demonstrated exceptional performance across
various text classification tasks, such as sentiment
analysis, topic modelling, and question answering. '?

Various DL model architectures, such as Recurrent
Neural Network (RNN) and Convolutional Neural
Network (CNN), are categorized based on their neural
network structure. Researchers widely acknowledge
RNN models as prominent architectures for solving
text classification challenges.'® Despite the vulner-
ability of basic RNNs to vanishing gradient issues,
several improved versions have been developed to
mitigate these drawbacks. One notable example is the
Long Short-Term Memory (LSTM) model. The utiliza-
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tion of CNNs for text categorization was pioneered by
Collobert et al.,'* Kalchbrenner et al.,'®> and Kim. '®
This approach has gained considerable traction in
subsequent studies, leading to a significant prolifera-
tion of CNN-based networks in recent literature. '”~*°

Several research studies have shown that LSTM
and CNN models achieve higher accuracy by
incorporating word embedding into their layers,
particularly when handling complex and uneven
textual data. For instance, Sharma et al.?° conducted
a study using the LSTM model to detect and
categorize fake news. Their approach involved
using the GloVe word embedding model to create an
embedding matrix for the dataset, which was then fed
into the LSTM layer. The proposed model achieved
an accuracy rate of 84.1% in learning outcomes.

In their research, Khotimah et al.® employed sev-
eral DL models, including the Multi-Layer Perceptron
(MLP), LSTM, and CNN, to detect dengue occurrences
using data from internet news headlines. The dataset
they utilized exhibited a class imbalance ratio of 1:2.
Word embedding served as an input feature in these
DL models. The CNN model demonstrated the highest
accuracy among the investigated models, achieving
88.69%. Bhuiyan et al.?! introduced the LSTM model
for categorizing Bengali news headlines. Their dataset
comprised 4500 news titles categorized into four dis-
tinct types, collected from multiple newspapers using
web scraping techniques. The text underwent mul-
tiple pre-processing stages to optimize the training
process, followed by the application of word embed-
ding. Their classification of news titles achieved a
high degree of accuracy.

Dogru et al.??> classified the TTC-3600 dataset
containing Turkish news texts and the BBC News
datasets containing English news texts. They utilized
the Doc2Vec word representation method to pro-
pose multiple distinct models, including CNN-based
models, Gauss Naive Bayes, Random Forest, Naive
Bayes, and Support Vector Machine. The CNN-based
model achieved an impressive accuracy of 94.17% on
the Turkish dataset and 96.41% on the UK dataset.
Khuntia et al.?*> employed various word embedding
techniques and DL models to enhance the accuracy of
their model in categorizing a news headline dataset
acquired from Kaggle. They utilized Word2Vec and
GloVe for word embedding and employed LSTM and
Bidirectional LSTM (Bi-LSTM) for DL modelling. The
results indicated that the GloVe with LSTM model
was most effective for classifying the news headline
dataset.

Previous research has not extensively explored the
statistical analysis of the effectiveness of DL method-
ologies and appropriate architectures in addressing
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class imbalances. Researchers have identified a gap
in comprehensive research on DL due to imbalanced
data.?*?° Therefore, this study seeks to determine
the most effective DL model for accurately classifying
imbalanced textual data. The research introduces
two advanced DL architectures, specifically CNN
and LSTM, for classifying Indonesian-language online
news headlines related to the COVID-19 pandemic.
Additionally, word embedding techniques are em-
ployed to enhance the model’s efficiency. The per-
formance of the classification models was evaluated
and compared using key metrics such as accuracy,
precision, recall, and fl-score. This evaluation en-
compassed various class imbalance ratios: 37%, 30%,
20%, 10%, and 1%.

Although the primary focus of this study is on ana-
lyzing COVID-19 data, the optimized models derived
from this research apply to similar tasks involving
the classification of online news related to differ-
ent diseases or pandemics. This capability can assist
stakeholders in formulating targeted strategies to ad-
dress specific health crises effectively.

BAGHDAD SCIENCE JOURNAL 2025;22(7):2458-2468

Materials and methods
Methodology

This research aims to determine the most effec-
tive DL model for classifying Indonesian-language
news headlines about COVID-19, considering dif-
ferent class imbalance levels. Python software will
evaluate each classifier’s performance, comprehen-
sively comparing accuracy, precision, recall, and
f1-score metrics. The research design, illustrating the
various phases of this research, is presented in Fig. 1
and detailed further in subsequent sections.

Input data

The first phase of this study involves importing
data from Excel files into Python using the Pandas
module. The research data is stored on Google Drive
and accessed through Python scripts. This dataset is
the property of the Information Retrieval Research
Group at the BRIN Informatics Research Center
and has been appropriately categorized. The dataset

Input Data

Provide input data of Indonesian news titles related to
COVID-19, which will be categorized using
LSTM models. Afterwards, visualize the data by creatin
bar chart that compares the number of news artic es
reporting events against non-event news.

the CNN cmd

Simple Random Sampling
A simple random samplin
create various data imbalance ratios. The }:)roportlon of
event news compared to non-event news is 3

simulation was performed to

Preprocessing

Data preprocessing involves performing case folding,
cleaning, stopwords removal, and tokenizing.

Word Embedding

Use the Bag of Words (Bow) model with the Count
Vectorizer technique to perform word embedding.

Build and Evaluate Models

Build CNN and LSTM models using the optimal parameter
combination derived from the hy Eer{)arometer tuning
T

procedure. After the completion of t

ainin rocess, a

stage of model evoluqtlon is conducted to flnd the optimol

model.

Fig. 1. Research design.
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Table 1. COVID-19 news heafigdline data sample.
Id News Portal  Publish time News headline News category
778 detik 2020-01- Heboh Virus Corona yang Mirip Film *Contagion’ 0
24T11:11:00.000Z Eng. title: The excitement of the coronavirus
is similar to the film ’Contagion’
2283 antara 2020-01- Seorang pasien “suspect” virus corona di Jakarta 1
24T11:14:00.000Z diisolasi
Eng. title: A “suspected” corona virus patient
in Jakarta is isolated
4449  merdeka 2020-01- Garuda Indonesia Siap Siaga Cegah Virus Corona 0
24T12:00:00.000Z Masuk Indonesia
Eng.title: Garuda Indonesia is Ready to
Prevent the Corona Virus from Entering
Indonesia
6272  tempo 2020-01- Virus Corona Misterius: 20 Juta Warga Wuhan 1
24T14:03:00.000Z dan Hubei Diisolasi
Eng. title: Mysterious Corona Virus: 20
Million Wuhan and Hubei Residents Isolated
3614  detik 2020-01- Sedih, Perayaan Imlek di China Dibatalkan akibat 0
25T05:05:00.000Z Wabah Corona
Eng. title: Sad, Chinese New Year
celebrations in China have been cancelled
due to the Corona outbreak
7571  kompas 2020-01- Virus Corona Menyebar Lewat Droplet, Kenapa 0
25T05:05:00.000Z Kita Perlu Cuci Tangan?
Eng.title: Corona Virus Spreads Through
Droplets, Why Do We Need to Wash Our
Hands?
8112 tempo 2020-01- Bank Cina Beri Pinhouran Rp 4 triliun untuk Atasi 0
25T07:01:00.000Z Virus Corona
Eng.title: Chinese Bank Gives Pinhouran IDR
4 trillion to Overcome Corona Virus
5550 antara 2020-01- Data baru virus corona: 56 orang meninggal, 1

26T04:53:00.000Z

2.000 tertular
Eng.title: New coronavirus data: 56 people
died, 2,000 infected
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comprises Indonesian-language news headlines con-
cerning COVID-19, collected between January 2020
and May 2020, totalling 16,863 entries. News di-
rectly related to COVID-19 events is labelled “1,”
while news containing COVID-19 information but not
directly related to events is labelled “0.” Table 1
presents the data used in this research.

The ratio of event-related news to non-event news-
stands is approximately 1:3, with 4,547 event news
and 12,289 instances of non-event news. That indi-
cates a noticeable imbalance in the research data.
Moreover, this study will selectively consider factors
deemed to be significant. Therefore, the data selec-
tion process focused on two variables—News Title
and News Category—that most closely align with the
research objectives.

Simple random sampling

The next phase involves applying random sam-
pling to achieve a balanced data distribution. Simple

Table 2. Data imbalance level composition.

Number of News

Sample size Event  Non-event Total data

37% 4.547 12.289 16.836 data
30% 3.686 12.289 15.975 data
20% 2.458 12.289 14.747 data
10% 1.228 12.289 13.517 data
1% 123 12.295 12.412 data

random sampling represents the most fundamental
method of selecting a sample, where each member
has an equal chance of being chosen. Therefore, the
quality of the sample remains unaffected by bias.?’

The data collected consists of news headlines cat-
egorized by events. Five sampling scenarios were
utilized to maintain consistent data volumes across
non-event-related categories, varying in proportions:
30%, 20%, 10%, and 1%. The specific configu-
ration of these sampling scenarios is outlined in
Table 2.
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Pre-processing

Kerner et al.?® discovered that pre-processing tech-
niques on specific datasets can significantly enhance
data quality, especially in text categorization. Their
research utilized several methods for preparing text
data, which include:

a. Lowercasing: Converting uppercase letters to
lowercase.

b. Cleaning: Removing irrelevant elements from
the data, such as misspellings, non-essential
characters, punctuation marks, and numerical
values.

c. Stopword Removal: Eliminating stopwords—
words considered non-informative, such as
pronouns, prepositions, time adverbs, and
conjunctions.

d. Tokenization: Breaking down sentences from
each headline into individual units (words or
phrases) called tokens.

Word embedding

Word embedding is a method used to convert words
into low-dimensional vectors.?’ The Bag of Words
(BoW) model represents words using the count-
vectorizer algorithm. This algorithm transforms the
BoW into vector form. Initially, the document’s sen-
tences are extracted, creating a unique vocabulary.
The frequency of each word in each document is
then calculated. As described by Khomsah and Ari-
bowo, 3 each document is represented by a vector of
the same size as the vocabulary. The components of
this vector correspond to the word counts within that
document.

Convolutional neural network (CNN)

A CNN is a DL model that integrates the convo-
lution layer as a foundational component within its
neural network architecture. The convolution layer
operates as a sparse matrix with reduced dimensions
compared to the input it processes. This characteris-
tic enhances computational efficiency, distinguishing
the CNN model’s capability to extract essential infor-
mation from textual data. Moreover, the convolution
layer minimizes computational overhead. The CNN
model typically comprises an input layer, a pooling
layer, a fully connected layer, an output layer, and
the convolution layer. *!-3?

Long-short term memory (LSTM)

LSTM was first introduced by Hochreiter and
Schmidhuber in 1997 to tackle the challenge of cap-
turing long-term dependencies in RNN. LSTM has
garnered significant attention as a neural network

BAGHDAD SCIENCE JOURNAL 2025;22(7):2458-2468

Table 3. Model evaluation metrics.

Evaluation metrics  Formulation

___TP+TN
Accuracy TP+FP+TN+EN
Precision %

Recall TPT+7PFN
F1-Score 2xrecallxprecision

(recall+precision)

architecture for text classification.®! Fundamentally,
the LSTM architecture resembles RNN, but it dis-
tinguishes itself through the design of its recurrent
module, which includes specialized gates. These
gates—namely, the forget gate, input gate, and output
gate—are strategically incorporated to manage the
flow of information more effectively, thereby mitigat-
ing issues related to long-term dependencies.

Model evaluation

The model evaluation aims to quantitatively assess
the classification model’s performance using evalua-
tion metrics such as accuracy, precision, recall, and
f1-score. Accuracy is commonly used as a standard
measure to gauge the efficacy of classification mod-
els. However, the f1-score is a more robust evaluation
metric for assessing classification performance, es-
pecially in models addressing imbalanced datasets.
The mathematical formulations of these evaluation
metrics are presented in Table 3.

Results and discussion

This section presents a comprehensive overview of
the results obtained during each phase of the classi-
fication process using two separate DL models: the
CNN and the LSTM model.

Simple random sampling

Before pre-processing, the data undergoes initial
random sampling using five distinct scenarios, as
detailed in the methodology section. As the sample
size decreases, the imbalance in data increases. The
data selected through a simple random sampling tech-
nique will then be used to compare the performance
of CNN and LSTM models in classification. Table 4
presents the word counts obtained from this primary
random sampling method with a predefined sample
size.

Pre-processing
Data pre-processing is conducted to prepare the

data for DL algorithms. This pre-processing in-
cludes four stages: converting to lowercase, cleaning,



BAGHDAD SCIENCE JOURNAL 2025;22(7):2458-2468

Table 4. Word count of simple random sampling results.

Sample size Number of words

37% 11,169 word
30% 11,019 word
20% 10,840 word
10% 10,597 word
1% 10,320 word

removing stopwords, and tokenization. An illustra-
tion of pre-processed data is presented in Table 5.

After completing all stages of data pre-processing,
the next step involves padding to standardize the
length of each news headline for input into the em-
bedding layer. However, accurately determining the
maximum headline length is crucial to avoid intro-
ducing unnecessary noise or losing information due
to inaccuracies in this measurement.

The padding procedure sets a maximum length of
20 words. Hence, any headline shorter than 20 words
will be padded with zeros to ensure uniform length
across all inputs to the embedding layer.

Word embedding

The headline text data has been converted into
vector representations referred to as feature vectors.
A BoW model using the Count Vectorizer technique
was employed for word embedding. The BoW model
constructs an index of unique terms from the entire
text (news headlines) arranged alphabetically, thus
capturing the vocabulary used in the content. Each
document’s feature vector is generated by counting
the occurrences of each word within that specific
document. The resulting numerical features are rep-
resented as vectors, as detailed in Table 6.

Classification process with CNN and LSTM models

Selecting the appropriate model is crucial for
developing an effective classification system for

Table 5. Text data pre-processing results.
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imbalanced textual data. Therefore, a comparison
was conducted between the CNN and LSTM models
to identify this study’s most suitable approach for
addressing data imbalances.

In this research, the CNN architecture includes
two one-dimensional convolutional layers to en-
hance model performance, as illustrated in Fig. 2.
A one-dimensional max pooling layer with a pool
size of 3 is employed to select the highest values
from feature maps within each pooling window.
These pooling layers help reduce feature map size
and alleviate overfitting issues commonly encoun-
tered in CNNs. Additionally, batch normalization and
dropout techniques are applied to standardize out-
put from preceding layers and prevent overfitting.
Furthermore, the fully connected layer incorporates
a Rectified Linear Unit (ReLU) activation function
with 32 nodes. The final layer, crucial for deter-
mining classification outcomes, utilizes a Sigmoid
activation function suitable for binary classification
tasks.

Fig. 3 presents the LSTM architecture, which con-
trasts with CNN’s architecture. This research utilized
a neural network configuration featuring two LSTM
layers and two dense layers with activation functions.
The objective was to mitigate gradient vanishing is-
sues and improve the model’s effectiveness. Each
LSTM layer has 128 LSTM units, and the output gate
employs a Sigmoid activation function. The use of Sig-
moid has shown better results compared to other ac-
tivation functions. The final layer consists of a single
node activated by a sigmoid function, which outputs
values of either 0 or 1, ideal for binary classification
tasks.

Before starting the training process, adjustments
will be applied to the CNN and LSTM model archi-
tectures concerning hyperparameters. The objective
is to identify the optimal parameter settings that
can enhance model performance and mitigate overfit-
ting and underfitting. While hyperparameter tuning

Pre-processing stages  Results

Initial data
Lowercasing
Cleaning
Stopword removal
Tokenization

Data baru virus corona: 56 orang meninggal, 2.000 tertular
data baru virus corona: 56 orang meninggal, 2.000 tertular
data baru virus corona orang meninggal tertular

data virus corona orang meninggal tertular
69,3,1,7,13,129

Table 6. Word embedding results sample with BoW model.

Index tip
News headline aa aaji abad abai abaikan
aa gym ajak masyarakat muliakan jenazah pasien covid 1 0 0 0 0
aaji asuransi mengcover pasien virus corona ditetapkan pandemik 0 1 0 0 0
abaikan gejala strok pandemi covid 0 0 0 0 1
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Fig. 2. CNN architecture.

data CXX XY
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orng ceee] |
.
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Input Embedding

LSTM Layer

Fig. 3. LSTM architecture.

Table 7. Parameters for hyperparameter tuning.

Parameter Parameter values
Epochs 50, 100, 200
Batch size 32, 64, 128
Dropout 0.2, 0.3, 0.4
LSTM unit 32, 64, 128

through trial and error is straightforward, it is in-
efficient due to the increasing complexity and time
required to find the best parameter combination.
Therefore, this study utilized Grid Search CV for hy-
perparameter optimization, systematically evaluating
all possible parameter combinations and employing
k-fold cross-validation to ensure accurate estimation.
Detailed parameters involved in the hyperparameter
tuning process are outlined in Table 7.

Table 8. CNN model best parameters.

The results from the hyperparameter optimization
process using Grid Search CV for CNN and LSTM
models are detailed in Tables 8 and 9, respectively.

After determining the optimal parameter estimates,
the next step involves training the models using CNN
and LSTM architectures. However, it is crucial to val-
idate the data through k-fold cross-validation during
training to minimize errors or inaccuracies arising
from hyperparameter tuning. K-fold cross-validation
enhances the training process by utilizing all avail-
able training and test data. Increasing the value of k
enhances the accuracy of the validation model. In this
study, a value of k equal to 10 was employed.

The model evaluation included accuracy, precision,
recall, and fl-score, calculated as the average clas-
sification report values across folds 1 to 10. The

Data 37% Data 30% Data 20% Data 10% Data 1%

K-fold 10 fold 10 fold 10 fold 10 fold 10 fold

Epochs 200 50 200 50 100

Batch size 32 128 64 64 32

Dropout 0.4 0.2 0.3 0.4 0.3

Layer Conv. : 2 layer Conv. : 2 layer Conv. : 2 layer Conv. : 2 layer Conv. : 2 layer
(64 and 64) (64 and 32) (64 and 64) (128 and 128) (128 and 128)
Hidden: 2 layers Hidden: 2 layers Hidden: 2 layers Hidden: 2 layers Hidden: 2 layers
(32 and 32) (32 and 32) (64 and 32) (64 and 32) (32 and 32)

Time 9 hour 7.5 hour 7.5 hour 9.5 hour 9.5 hour
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Table 9. LSTM model best parameters.

Parameter Data 37% Data 30% Data 20% Data 10% Data 1%
K-fold 10 fold 10 fold 10 fold 10 fold 10 fold
Epochs 100 200 200 200 100
Batch size 64 32 32 32 32
Dropout 0.4 0.4 0.2 0.4 0.2
LSTM unit 128 dan 128 128 dan 64 64 dan 32 128 dan 128 32 dan 32
Layer Hidden: 2 layers Hidden: 2 layers Hidden: 2 layers Hidden: 2 layers Hidden: 2 layers
(64 and 64) (64 and 64 (32 and 32) (128 and 64) (32 and 32)
Time 48 hour 92 hour 40 hour 24 hour 4.5 hour
10 == NN 10 { == NN
. LSTM . LST™
08 08
06 06
04 04
02 02
00 00
37%% 30% 20% 10% 1% 37% 30% 20%‘ 10% 1%
a. Accuracy b. Precision
104/ =m N 10{ == NN
. LST™ . LSTM
08 08
06 06
04 04
02 02
0.0 00
37% 30% 20% 10% 1% 37% 30% 20% 10% 1%

c. Recall

d. FI-Score

Fig. 4. Comparison of evaluation metrics on CNN and LSTM models.

evaluation and comparative results of the models are
illustrated in Fig. 4.

Fig. 4 presents the evaluation metrics across all
five data scenarios. The x-axis denotes the degree

of data imbalance, while the y-axis represents the
evaluation metrics—accuracy, precision, recall, or
fl-score. As depicted in Fig. 4, it is apparent that
both proposed models perform competitively. This
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competitiveness arises from the distinct strengths and
weaknesses of CNN and LSTM. Specifically, CNN
models leverage their convolutional layers to extract
significant information from news text, including
phrases and relationships between adjacent words in
sentences.

Furthermore, it reduces computational load due to
its smaller dimensions than processed data. Overfit-
ting issues commonly observed in CNN models were
effectively mitigated by implementing techniques
such as dropouts, early stopping, and fine-tuning
hyperparameters. The LSTM model offers several ad-
vantages, including retaining relevant information
over longer sequences while filtering out irrelevant
details and recognizing connections between contexts
in textual materials. However, the LSTM model is less
efficient due to its significantly longer processing time
than the CNN model. Across all evaluation criteria
at data imbalance levels of 37%, 30%, and 20%,
the CNN model consistently outperformed the LSTM
model. At a data imbalance level of 1%, however,
the LSTM model demonstrated superior performance
over the CNN model. Therefore, it can be con-
cluded that the CNN model exhibits higher accuracy,
efficiency, and robustness when classifying textual
data, especially in scenarios involving imbalanced
data.

Conclusion

Based on the findings and discussion presented
earlier, it can be concluded that the CNN model is
the appropriate deep-learning model for classifying
Indonesian COVID-19 news headlines. Through the
training and evaluation conducted, the CNN model
has shown its superiority over the LSTM model in
handling imbalanced data across all levels of data
distribution. However, the CNN model often over-
looks the contextual interdependencies within the
text. Conversely, the LSTM model excels in capturing
relationships between different contexts. Therefore,
the author suggests integrating both CNN and LSTM
models to enhance future research efforts and achieve
optimal performance. This approach harnesses the
strengths of both models simultaneously.
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