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REVIEW ARTICLE

Multilingual Cyber Threat Intelligence Feeds
Preprocessing for Threat Intelligence Event
Extraction: A Systematic Literature Review

Jamal H. Al-Yasiri a,b,*, Mohamad F.B. Zolkipli a, Nik Fatinah N. Mohd Farid a

a School of Computing, Universiti Utara Malaysia, Sintok, Malaysia
b Control and Systems Engineering Department, University of Technology, Baghdad, Iraq

Abstract

In cyber threat intelligence (CTI), information security specialists face overwhelming data flows from multiple
sources, including hacker forums, dark web markets, and social media. These diverse and multilingual information
streams require extensive analysis and processing. However, the current state of CTI faces several challenges, such as
reliance on manual annotation and evaluation, as well as limited support for non-English languages, which hinders
advanced threat detection and comprehensive analysis. This systematic literature review proposes a conceptual
framework designed to overcome existing state-of-the-art limitations. It evaluates recent advancements in CTI meth-
odologies by following PRISMA guidelines and analyzing selected studies from reputable sources, including Scopus,
IEEE Xplore, ACM Digital Library, ScienceDirect, and Google Scholar. Our findings emphasize the critical role of
artificial intelligence, machine learning, and deep learning in enhancing CTI models by optimizing data collection,
preprocessing, and multilingual support for event extraction. Despite significant improvements in event extraction ac-
curacy and processing efficiency through AI-driven techniques, challenges remain in scaling automated systems and
expanding language coverage. This review highlights the need for comprehensive, scalable frameworks that minimize
manual effort while improving cross-lingual capabilities, ultimately enabling more robust, timely, and accurate threat
intelligence extraction in the evolving cyber threat landscape.

Keywords: Cyber threat intelligence, Multilingual support, Data feeds, Event extraction, Text preprocessing

1. Introduction

C yber threats have become more advanced and
global, making the ability to handle and pro-

cess CTI feeds increasingly complicated [1]. This is
particularly due to the multilingual and heteroge-
neous nature of input data, which presents chal-
lenges in efficiently collecting, preparing, and
extracting reliable threat events from these sources
[2,3]. CTI enables enterprises to predict and mitigate
new risks while functioning as an essential
approach within the broad cybersecurity domain [4].
The rapid development of cyber threats in digital

infrastructures requires strong CTI systems that can
handle extensive, diverse, and multilingual data

streams. Despite recent improvements in AI, ma-
chine learning, and deep learning methodologies,
modern CTI systems experience solid obstacles in
preprocessing and extracting critical risk events
from multilingual sources [5]. CTI models regularly
encounter challenges due to the inherent hetero-
geneity of unstructured input text, which originates
from diverse sources and is presented in various
forms, including plain text. Fixed structures and
data quality standards impede automated text
analysis and event extraction methodologies. Often,
these feeds include confusing terms, inconsistent
metadata, and irrelevant noise, which can result in
misclassification or total neglect of essential threat
indicators. The varied sources of these feeds
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complicate the collection phase in CTI models [6].
Recent methodologies relied heavily on manual
data labeling and quality assurance procedures,
creating scaling challenges that impeded prompt
threat identification and action, ultimately slowing
the process [7].
Although there has been notable advancement in

merging conventional NLP approaches with modern
deep learning models, a robust framework that
effectively integrates these techniques to address the
complexity of CTI data comprehensively remains
incomplete. This affects performance in event
extraction, where threat narratives and context-spe-
cific features are frequently overlooked [8]. Current
techniques emphasize cross-lingual input text sup-
port; however, some lack details about supported
languages, especially low-resource ones. This
constraint undermines the efficacy of CTI systems in
areas where non-English data predominates [9].
This review systematically analyzes the present

situation of multilingual CTI systems, emphasizing
three fundamental aspects. These aspects are data
collection methods, preprocessing of multilingual
textual inputs, and utilizing AI techniques for event
extraction.

2. Methods

This review paper adheres to the PRISMA
guidelines. It examines the newly published papers
since 2020, avoiding outdated research in five data-
bases: Scopus, IEEE Xplore, ACM Digital Library,
ScienceDirect, and Google Scholar. For each data-
base, we followed its search rules and regulations,
writing the proper search query. We investigated
three primary keywords: “Cyber threat intelli-
gence,” “Multilingual,” and “Data feeds.” Alterna-
tive keywords were incorporated into the search
parameters to broaden the search results and obtain
a diverse set of linked papers. In this systematic
literature review, several unrelated studies have
been excluded because their focus does not align
with cyber threat intelligence [10e13]. Furthermore,
systematic literature reviews [14e24] and interview
papers [25e28] have been excluded. Fig. 1 demon-
strates PRISMA steps and results.

3. Results and discussion

3.1. Data sources and datasets

Data have been processed in the relevant litera-
ture after being collected from various sources. This
systematic review categorizes data based on the
sources and the datasets.

3.1.1. Data sources
The related papers’ data sources could be classi-

fied into social media posts, CTI feeds, and deep web
hacker forums and markets. Social media platforms
have been utilized as sources of unstructured context
for extracting intelligence-related information. For
example, Facebook has been identified as a potential
data source [29], while Twitter posts have been
aggregated in many studies [9,30e36]. With respect
to CTI feeds, the China National Vulnerability
Database (CNNVD) has been used in studies [37, 38].
The Open Threat Exchange (OTX) platform was
conducted by [7]. NIST CVE has been examined by
[9,30]]. In 2024, Ji and his team preprocessed cyber-
security incident reports [39]. Security reports from
several sources, including Alto Networks, Trend
Micro, Fortinet, and Kaspersky, have been critiqued
in several research studies [33e36,40]. In contrast,
deep web hacker forums and markets have been the
focus of other investigators [29,41e43].

3.1.2. Datasets
The researchers employed existing datasets or

developed their own in the related studies.

3.1.2.1. Existing datasets. DBPedia developed the
DBP15k dataset. Such a dataset contains three
multilingual knowledge graphs: Chinese-English,
Japanese-English, and French-English, with 15,000
interlingual links (ILLs) [38]. The Exploit Database
was developed by Offensive Security (OffSec) as a
non-commercial project. It provides open-access
and CVE-compliant records, as well as proof-of-

Fig. 1. PRISMA flow diagram.
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concept findings by security investigators and
penetration testers. These records include the pub-
lication date, description, and type of exploits, as
well as the target platform and network ports [7].
The Global Database of Events, Language, and

Tone (GDELT) is a project supported by Google
Jigsaw. It monitors international news across
various mediums, including broadcast, online, and
print, in over 100 languages. It systematically iden-
tifies individuals, digital platforms, organizational
entities, thematic trends, news outlets, emotional
responses, quantitative metrics, citations, visual
content, and incidents that collectively influence
global society. Thus, it creates a free-access platform
for global computing [7].
The Dark Web Markets Data is available at the

AZSecure hacker assets portal, where four darknet
marketplaces (DNMs) were discovered. It comprises
14,865 threat-related links gathered from Russian,
English, and Arabic hacker forums. These links
were specifically shared on the three forums with
the highest number of attachments: Tuts4you,
EXElab, Opensc, and Ashiyane [7].
The Common Vulnerabilities and Exposures

(CVE) dataset has documented software and firm-
ware vulnerabilities for 18 years, significantly
contributing to network security. It was founded in
1999 by MITRE, a non-profit research entity that
manages government-sponsored research and
development labs. CVE offers a public-access dic-
tionary to assist businesses in identifying and
managing security vulnerabilities. CVE improves
security awareness and threat mitigation by stan-
dardizing vulnerability information [30,44,45].
MITRE ATT&CK is a public dataset that catalogs

attacker strategies and approaches derived from
empirical observations. It provides a basis for
developing cyber threat models and methods within
the business, government, and cybersecurity sec-
tors, including those related to product and service
development [44,45].
The Common Attack Pattern Enumeration and

Classification (CAPEC) dataset serves as an extensive
resource that facilitates the comprehension of hacker
behavior, which is essential to effective cybersecurity.
CAPEC offers a systematic repository of recognized
attack patterns employed by adversaries to exploit
vulnerabilities in cyber-enabled systems. It is a vital
resource for analysts, developers, testers, and edu-
cators, helping improve community awareness and
fortify protection tactics [44,45].
The Common Weakness Enumeration (CWE) is a

community-driven repository of vulnerabilities,
including relevant conditions in software, firmware,
hardware, or service components that, under

specific circumstances, may lead to risks. CWE
systematically identifies and describes these weak-
nesses to aid in security analysis and mitigation ef-
forts [44,45].
The Spam Hunter dataset was developed by

aggregating tweets with SMS-related keywords,
performing picture analysis, and extracting URLs
associated with phishing. It was used to detect
possible threats [31]. The Twitter IOC Hunter dataset
contains cybersecurity-related information, such as
malicious URLs and IP addresses, from X platform
(formerly Twitter). Data were retrieved by leve-
raging the platform's API over a specified timeframe,
facilitating threat intelligence analysis [31].
Table 1 demonstrates the adoption matrix of the

datasets for the reviewed papers.

3.1.2.2. Created datasets. Table S2 (https://kijoms.
uokerbala.edu.iq/cgi/viewcontent.cgi?filename¼0&
article¼3421&context¼home&type¼additional) il-
lustrates the details of the datasets created. Refer-
ence [41] presented a hacker forum dataset
comprising data obtained from eleven hacker fo-
rums, with semi-structured data stored in a MySQL
database. Then, the author generated a gold-stan-
dard dataset containing 5210 manually labeled re-
cords derived from his first dataset. Reference [38]
utilized a semi-structured knowledge graph dataset
(BT4K) comprising 14,866 entities sourced from the
CNNVD, accompanied by manual review and
confirmation processes.
On the other hand, [7] acquired 18,000 entries

from the OTX and saved them in HTML format.
Meanwhile, [9] developed three datasets using
JSON as a primary storage format. Two datasets
were derived from a combination of the NIST CVE
and the X platform, while the third dataset was
sourced from the X platform. Partial manual label-
ing was performed with the first two datasets,
whereas the third was manually validated. Another
study conducted by [42] generated two datasets; the
first was compiled from four hacker forums and
contained 339,821 unstructured preprocessed re-
cords. Subsequently, a gold-standard dataset was
derived from the initial one using human labeling.
Moreover, [43] scraped data from hacker forums
and darknet markets, then created a dataset of
862,715 preprocessed unstructured records.
Later, a gold-standard dataset was manually an-

notated and derived from the initial dataset. A
dataset of 10,000 unstructured raw records was
collected from cybersecurity incident reports,
generating sequential task seeds, a training da-
taset, and a test dataset, which was evaluated
manually [39]. The BVTED dataset is a manually
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annotated, semi-structured knowledge graph
comprising 27,311 records stored in JSON and
CoNLL format [37]. Another study developed a
multilingual dataset of 1325 tree-structured pro-
cessed records [38].
A recent paper established two ground-truth

datasets in English and Japanese, sourced from the
X platform. Thereafter, two additional datasets were
randomly selected and manually annotated from
the first two, and a fifth dataset (CrowdCanary) was
created, comprising text and images collected from
Twitter posts [31]. Another paper presented a semi-
structured preprocessed STIX2 format dataset,
aggregating data from logs, CTI feeds, and social
media [46].
In 2023, Siracusano and his team provided a

manually annotated, semi-structured STIX2 dataset
containing 36,100 records drawn from 204 CTI re-
ports and 62 security organizations, including Alto
Networks, Trend Micro, and Fortinet [40].
Two studies utilized multidimensional cyber

threat and social media datasets derived from Kas-
persky's threat statistics and the X platform,
respectively, stored in Microsoft SQL Server and
MS Dataverse [33,34]. Furthermore, another study
offered a systematically preprocessed dataset
collected from a honeypot and stored in STIX format
[47]. Lastly, in a conceptual paper, a group of re-
searchers suggested collecting their first unstruc-
tured dataset from Facebook groups, hacker forums,
and the CERT-In site, storing it in JSON format,
deriving a second preprocessed dataset from the
initial one, and storing its semi-structured records in
Parquet format [29].

3.2. Multilingual support

Multilingual support indicated either input
context support or output context support. The
input context support refers to handling multilin-
gual data at the preprocessing stage. This includes
techniques that enable models to effectively un-
derstand the original multilingual data without
translating it first. Output context support, on the
other hand, involves producing model outputs
directly in multiple languages or generating outputs
that maintain semantic consistency across lan-
guages. Thus, it ensures that extracted information
or insights remain accurate and relevant regardless
of the language context.
This systematic literature review focuses on

input context support for linguistic assistance
[40,45,46]. The related studies mentioned the sup-
ported languages in their work as summarized in
Table 2.Ta
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Table 2. Supported languages referenced in the relevant literature.

Ref. English Russian Chinese Arabic French Japanese Danish Dutch Finnish German

[41] * *
[38] * * * *
[7] * * *
[9] * * * * * * *
[30] * * * * *
[43] * * *
[42] * * *
[39] * *
[37] * *
[48] * * *
[31] * *
[32] * *
[47] * * *
[50] * * *

Ref. Hungarian Italian Norwegian Portuguese Romanian Spanish Swedish Polish Greek Basque Ukrainian Other

[41]
[38]
[7]
[9] * * * * * * * *
[30] * * * * * *
[43] *
[42]
[39]
[37]
[48] * * *
[31]
[32]
[47]
[50] *

The asterisk (*) indicates that the above language is supported in the corresponding reference.
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3.3. Data collection tools

The related research utilized various automated
and manual methods for data collection, aiming to
extract relevant information from online sources.
Initially, web crawling techniques were utilized
extensively, encompassing conventional crawlers
and specialized Tor-based variants. Standard web
crawlers systematically fetch, parse, and store web
content using HTTP requests, HTML parsing, and
URL discovery [7,37, 38, 49]. Meanwhile, Tor-routed
techniques utilize the Tor network to protect web
surfing by directing HTTP requests through multi-
ple encrypted relays. Therefore, it hides the crawl-
er's identity, location, and IP address, which helps
secure and invisible data collection from dark web
marketplaces and forums that are generally inac-
cessible to the traditional browsers [41,42].
Furthermore, obfuscated Breadth-First Search

(BFS) was applied as a crawling method. This
included randomized delays, node selection, and
diverse traversal paths to avoid detection [42]. In
addition, a hybrid approach was employed that in-
tegrates API extraction with the manual collection
reported by [40]. In addition, web scraping was
utilized [29,50]. One study enhanced the methodol-
ogy with heuristic rules, incorporating supplemen-
tary scraping techniques [35]. The Twitter API was
utilized for collecting posts from the X platform
(formerly Twitter) [9,30e32,39]. Conversely, the
Facebook Graph API was proposed to collect posts
from Facebook groups [29]. Microsoft Power Auto-
mate was utilized as a cloud-based automation tool
to optimize the data collection task without
requiring coding [33,34]. In contrast, advanced data
management was accomplished through a Big Data
Pipeline [47]. In terms of specialized open-source
intelligence tools, the integration of Suricata and
Spiderfoot was utilized for collecting data online
[48], while the Requests tool was suggested to be
used [29]. Furthermore, Telethon was employed to
scrape text from Telegram groups [50]. Flashpoint
and Palantir Gotham have been used to access and
collect data from dark web forums [51]. Several
studies did not delineate their data collection tools,
underscoring possible deficiencies in methodolog-
ical transparency [45,46,52,53].

3.4. Data preprocessing and processing

Studies have demonstrated the critical importance
of text preprocessing, cleaning, and processing
stages to extract targeted information. Fundamental
text normalization steps typically include lower-
casing, removing URLs and emojis, and enforcing

UTF-8 encoding. Furthermore, processing steps
involve tokenization, lemmatization, stop-word
removal, multilingual embedding generation, and
feature extraction using various statistical and
transformer-based techniques. Although a similar
pattern is observed across researchers in data pro-
cessing, there is still no standard procedure; in this
direction, the reviewed articles varied in the steps
chosen.

3.4.1. Text normalization
Text normalization is a preprocessing approach

that standardizes textual data into a consistent
format (e.g., lowercasing and removing extra white-
space and line breaks). Recent research has explored
text normalization using a variety of tools and
methodologies. Some methodologies incorporate
specialized normalization tools such as Colabeler
[37], Graphene [46], NLTK library [44,45], and RegEx
as fundamental elements of text standardization
processes [29,31,32,45]. In addition, they include
Pandas in conjunction with Unicode libraries, for
systematic preprocessing [29]; TF-IDF normalization,
for the adjustment of word frequencies [47]; and
sliding window methodologies, to manage extensive
text sequences [48]. Other investigators utilized an
iterative summarizing methodology employing
LLM-based approaches, such as GPT-3.5, to enhance
textual material progressively [40].
Normalization was integrated with translation and

language detection processes using AI-based trans-
lation frameworks, including Microsoft Power
Automate and Microsoft Azure Cognitive Services,
as well as the Microsoft Cognitive Services API.
These were applied alongside conventional methods,
such as Porter Stemming, to improve linguistic con-
sistency [33e36].
Furthermore, normalization techniques have been

enhanced by incorporating pre-trained language
models, such as BERT, with attribute embedding
[38]. A research group examined the process of
normalizing context using heuristic rule-based so-
lutions for duplication and quality filtering [39].
Essential preprocessing procedures, such as lower-
casing and UTF-8 encoding standardization, have
been uniformly implemented as in [7,42,43], whereas
other research utilized extensive fundamental pre-
processing methods that eliminate emojis, URLs,
diacritics, and extraneous Unicode characters [30].
Another paper applied specified procedures, like

lowercasing, padding, and the filtration of non-al-
phanumeric characters [41]. On the other hand,
instead of using the traditional normalization pro-
cess, BERTopic was used, which did not require text
processing [49]. A group of researchers did not
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disclose their text normalization techniques,
underscoring a possible gap in the methodology
used [9,52].

3.4.2. Tokenization
Tokenization is a crucial preprocessing step in

natural language processing, which entails dividing
the text into significant pieces. The literature
demonstrated various methods, which were adapt-
ed to distinct research requirements. Reference [7]
applied transformer-based tokenizers to capture
contextual subtleties, whilst [48] utilized XLM-RoB-
ERTa for multilingual tokenization. Traditional NLP
libraries are essential tools, such as NLTK [44];
SpaCy [29,39]; and Jieba, which was used for Chi-
nese segmentation to tackle language-specific issues
[39]. Sentence-BERT (SBERT) was used to tokenize
forum posts [49]. ByteLevelBPE tokenizer was uti-
lized as a part of the SecurityBert pipeline [52].
A group of studies conducted tokenization

implicitly during their preprocessing phases without
specifying a particular tool [9,34e37,40e43,45].
Finally, a set of studies avoided conventional toke-
nization either by employing sentence embedding
methodologies [30], or by skipping the tokenization
process totally [31e33,38,46,47].

3.4.3. Lemmatization
Lemmatization is an essential text preprocessing

method in natural language processing that con-
verts words to their standard forms, improving se-
mantic analysis and feature extraction. Numerous
studies have explicitly utilized specific NLP libraries
for lemmatization. For instance, NLTK was
employed for its comprehensive linguistic resources
[9,44], while SpaCy was adopted due to its rapid
processing pipeline [29]. Conversely, certain
research highlighted lemmatization in its pre-
processing phase without identifying a specific tool
[41,44]. A set of studies did not conduct lemmati-
zation as a separate process or name a tool to
perform that [7,30e40,42,43,46,47]. The reported
methodologies highlighted a dependency on well-
known technologies, such as NLTK and SpaCy, and
inconsistent documentation standards among
various studies.

3.4.4. Stop-word removal
Stop-word removal is a phase in natural language

processing that seeks to eliminate common words
that generally convey no semantic significance,
thereby facilitating subsequent analytical activities.
Our study revealed a few papers that explicitly
detailed their stop-word removal methodology uti-
lizing specific tools. The Natural Language Toolkit

(NLTK) was used to eliminate stop-words, employ-
ing its comprehensive, predefined stop-word lists to
improve text clarity [29]. The StopwordsISO tool
was utilized as a standardized source of stop-words
for several languages to eliminate non-informative
words effectively [9,30].
However, most of the examined studies did not

identify the stop-word removal process or name a
tool for that [7,31e37,39e48]. This discrepancy in
reporting indicates that, although stop-word
removal is typically a fundamental aspect of text
preprocessing, its explicit acknowledgment may
vary based on the study's emphasis or the presumed
knowledge of the audience regarding conventional
NLP methodologies.

3.4.5. Multilingual embedding generation
The latest developments in multilingual embed-

ding have employed diverse techniques. Trans-
former-based models, such as BERT, have been
utilized to generate contextual representations in
cross-lingual text [7,31,32]. Graph-based methodol-
ogies have emerged, employing Graph Convolu-
tional Networks (GCN) and enhanced TransE
models in combination with pre-trained language
models to help understand structural relationships
in multilingual datasets [38]. Traditional embedding
techniques were exemplified by the use of GloVe
[41], while cross-lingual sentence embeddings have
been successfully generated using the LASER
framework [9,30]. The field has further advanced
with transformer-based architectures, such as
MBERT and XLM, which have been employed
independently [32] or alongside complementary
models like ERNIE and Word2Vec [37].
A collection of Microsoft cognitive tools, including

Cognitive Service Agent, Cognitive Services, Power
Automate, and Text Analytics, was utilized to
generate and enhance multilingual embeddings
[33e36]. Furthermore, contemporary models have
augmented the existing toolset. These include
MiniLM [44], multi-qa-mpnet-base-dot-v1 with the
MPNET Sentence Transformer [45], Sentence-
Transformers available via Hugging Face [39], and
OpenAI's text-embedding-ada-002 [40].
Further strategies included traditional NLP-based

categorization [46] and NLP-based translation
combined with embedding models [47]. Addition-
ally, innovative approaches integrated Long Short-
Term Memory (LSTM) networks with Generative
Adversarial Networks (GANs) to generate lan-
guage-invariant embeddings [42,43]]. On the other
hand, the Sentence-Transformers library was used
to embed text from Russian, English, Ukrainian, and
German. [50]. The utilization of XLM-RoBERTa, in
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its standard and fine-tuned forms, was emphasized
in ongoing efforts to achieve effective multilingual
representations [29].

3.4.6. Feature extraction
The literature on feature extraction strategies

encompassed both conventional statistical methods
and advanced neural and transformer-based ap-
proaches. Statistical methodologies include TF-IDF
[35,44]; Latent Semantic Indexing (LSI) [44]; Porter
stemming with n-gram [34e36]; truncated SVD
[31,32]; vectorization, and statistical analysis [47];
and t-SNE for dimensionality reduction [48].
Transformer-based models employed XLM-RoB-
ERTa [29], BERT embeddings [31,32,37,44], MPNET
Transformer [45], and GPT-4 [39]. Domain-adaptive
feature extraction was performed by DTL-EL [41]
and Enhanced TransE, which utilized a pre-trained
language model [38].
Neural architectures encompassed GCN [38];

MLP [7]; BiLSTM [43]; convolutional feature maps
[37]; and user-embedding methodologies, including
LASER and User2Vec [9,30]. Generative Adversarial
Networks (GANs) were facilitated for feature
augmentation [42,43]. In contrast, big data analytics
and natural language processing (NLP) were uti-
lized for contextual extraction [46], along with STIX
representation [40], expanding the horizons of
feature engineering in cybersecurity domains.
Finally, SecurityBERT was employed for feature
extraction, converting tokenized traffic into contex-
tual embeddings [52].

3.5. Data analysis and event extraction

3.5.1. Named entity recognition (NER)
Named entity recognition (NER) comprises many

approaches that address multiple domains and
languages. SpaCy, which recognized for its efficient
pipeline, has been utilized for tokenization, part-of-
speech tagging, and entity recognition [29,41].
Simultaneously, researchers used large language
modelsdsuch as GPT-4d for sophisticated NER
tasks, exploiting their generative capabilities [39].
Other significant methodologiesdincluding BERT-
based architecturesdwere frequently developed by
combining diverse embeddingsdsuch as Word2-
Vec, BERT, ERNIE, or mBERTdwith either CRF or
BiLSTM þ CRF to enhance detection precision
across multilingual datasets [37].
The Polyglot and Stanford libraries were

employed to extract geographical data from tweets,
demonstrating their efficacy in processing concise
social media text [9]. The Graphene tool was intro-
duced as a multifaceted platform for entity

extraction linked to cybersecurity, facilitating
domain-specific modifications [46]. In the domain of
temporal entity recognition, frameworks such as
LADDER and aCTIon illustrated how specialized
models can efficiently identify time-related expres-
sions [40]. In contrast, the NER function was
embedded directly within LLM chatbots [53].
Finally, AI-based NER was suggested as a compre-
hensive solution to address multilingual and cross-
domain challenges, emphasizing the need for
adaptable and scalable approaches [33].

3.5.2. Word association analysis
Recent research has utilized various techniques

and methodologies to analyze word associations. For
instance, several studies employed frequency-based
methodsdsuch as TF-IDFdand subsequently com-
bined them with n-gram models on numerous oc-
casions [34e36]. Chain-of-Thought (CoT) was
employed to enhance interpretability, proving the
significance of advanced language modeling [39].
Meanwhile, MBERT and ERINE were integrated

for transformer-based embeddings, marking a shift
towards contextual comprehension [37]. Probabi-
listic methodologies were employed as in [31], while
PPMI was utilized to highlight the statistical signif-
icance of word co-occurrences [32]. Additionally,
Cosine Similarity served as a measurement for se-
mantic relationships [44,45], while Graphene
explored graph-based representations [46].
Additionally, text-embedding-ada-002 was used

to investigate temporal dimensions in word associ-
ations [40]. A Class-based C-TF-IDF was applied to
quantify word association analysis within each topic
cluster [49]. Many studies did not identify any
particular tool or method, thus indicating a more
generalized or ambiguous approach to word asso-
ciation analysis [7,9,29,30,33,38,41e43,47,48].

3.5.3. Topic modeling
Traditional statistical modeling, such as Latent

Dirichlet Allocation (LDA), demonstrated efficacy in
theme extraction from multilingual datasets and
various cybersecurity contexts [34e36,40,48]. More-
over, the MITRE ATT&CK categorization was
incorporated with LDA, resulting in a hybrid tech-
nique that connects cybersecurity risks with estab-
lished adversarial frameworks [40]. An alternate
strategy was utilized an NLP-based categorization
method to organize cybersecurity issues [46]. BER-
Topic was applied to extract interpretable topics
from the corpus [49,50]. The remaining work failed
to provide a subject modeling tool or render the
methodology implicitly [7,9,29e32,37e39,41e45,47].
This highlights the need to elucidate and
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standardize methodological practices in prospective
research.

3.5.4. Sequence classification
Many methodologies and tools focus on address-

ing the complicated processes that come with
sequential data, resulting in dramatic development
in sequence classification. In this term, Recurrent
Neural Network (RNN) based architectures, such as
BiGRU [29] and BiLSTM [41e43], demonstrated ef-
ficiency in modeling time-based dependencies;
furthermore, integrating LSTM with FCNN and
CNN showed further enhanced feature extraction
[47]. Graph-based approaches, as shown by the
GCN-TransE hybrid model [38], GAN-BERT, and
ConGAN-BERT [7], provide creative approaches for
identifying relationships among data, while feed-
forward architecturesdsuch as a 5-layer feed-for-
ward neural network (FFNN) [9] and traditional
FFNNs [30]dillustrate the use of deep networks in
classification tasks. Simultaneously, advanced
embedding techniquesdsuch as SEvenLLM with
Llama2 and Qwen [39] and text-embedding-ada-002
[40]dunderscore the shift towards robust semantic
representation.
Reference [48] employed a multilingual Bi-GRU,

whereas [37] augmented the toolbox by incorpo-
rating PCNN, BiLSTM þ ERNIE, CasRel, and
OneRel, offering multiple contextual and relational
learning tiers. Alongside these deep learning
methodologies, traditional machine learning tech-
niquesdsuch as random forest, neural networks,
decision trees, support vector machines, and logistic
regressiondprovided reliable baselines [31,32]].
Meanwhile, approaches like cosine similarity cal-
culation and pattern recognition engines were
employed to detect specific sequence patterns
[45,46]. Finally, cloud-based analytics and automa-
tion technologiesdsuch as the Microsoft Text Ana-
lytics API [35] and Microsoft Power Automate
[33,34]dshowed powerful techniques in sequence
categorization, and LLM-based chatbots incorpo-
rated embedded sequence classification function-
ality [53]; however, several studies did not specify
the applied methodologies [36,44].

3.5.5. Prediction and event extraction
Various strategies have been utilized for event

extraction and prediction. For example, CRF was
employed for sequence labeling to enhance pre-
dictive accuracy [29]. At the same time, BiLSTM and
softmax classifiers were used to handle structured
outputs in text classification [41]. Numerous studies
have investigated neural networkebased method-
ologies, including the GCN-TransE hybrid model,

for blockchain data [38]; GAN-BERT and Con-GAN-
BERT, for augmented feature generation [7]; and
User2Vec, for individualized predictions [9,30]].
Other investigations presented specialized archi-
tectures such as the SEVEN-LLM fine-tuned model
[39], the attention-based pointer network with a bi-
affine classifier [48], and security intelligence ser-
vices [44].
Furthermore, the Peracton MAARS security ana-

lytics engine was implemented for cybersecurity
forecasting [46], exponential smoothing was incor-
porated for time-series analysis [34,35], and Micro-
soft Power BI facilitated data visualization [33]. Deep
learning architecturesdincluding FCNN, CNN, and
LSTMdintegrated with SIEM, were conducted in
this domain [47]. Finally, SecurityBERT performed
prediction by labeling each network flow as either
normal or belonging to one of the anomalies or
attack classes [52].

3.5.6. Evaluation metrics
Evaluation sections of pertinent experimental

studies demonstrated a significant reliance on clas-
sification metrics to validate proposed models and
benchmark them against state-of-the-art ap-
proaches. Results varied notably depending on the
datasets employed and methodologies applied, as
illustrated in Table 3, which presents a comparative
summary of achieved values for evaluation metrics
across selected studies. Despite these variations, a
clear and consistent pattern has emerged, showing
that accuracy, F1-score, precision, and recall are the
primary evaluation metrics used across CTI studies.
These metrics provide comprehensive insights into
model performance and enable robust comparisons
and reliable validation in multilingual Cyber Threat
Intelligence (CTI) event extraction research.

3.6. Limitations in current CTI approaches

A comparative overview of text-processing and
analysis steps, as well as the tools adopted across
CTI studies, was conducted, as detailed in Sub-
sections 3.3, 3.4, and 3.5, and summarized in Table 4.
Significant limitations emerged regarding the

clarity and comprehensiveness of descriptions pro-
vided by existing methodologies. Studies have been
categorized based on their approach to describing
processes and tools as follows:

1. Explicitly described the process and identified
the tool used.

2. Partially or implicitly referenced the tool, which
perform the task, without providing a detailed
description.
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Table 3. Comparative evaluation metrics: Achieved values for selected studies.

Ref. Classification metrics Ranking metrics NLP/sentiment analysis metrics

Accuracy
(ACC)

Area under
the curve
(AUC)

F1-Score Precision
(PPV)

Recall
(TPR)

Specificity
(SPC/TNR)

False
negative
rate
(FNR)

False
positive
rate
(FPR)

Matthew's
correlation
coefficient
(MCC)

Negative
predictive
value
(NPV)

Hits@1 Hits@10 MRR Avg.
positive
sentiment

Avg.
neutral
sentiment

Avg.
negative
sentiment

Jaccard
similarity

Rouge-L

[41] 0.77 0.80 0.82 0.77
[38] 0.74 0.86 0.81
[7] 0.85 0.84 0.85
[9] 0.87 0.87 0.86 0.86 0.87 0.73
[30] 0.87 0.87 0.86 0.86 0.87 0.73
[43] 0.97 0.99 0.96
[42] 0.76 0.77 0.70 0.68 0.76
[37] 0.95 0.95 0.95
[48] 0.89
[31] 0.96 0.96 0.96 0.95 0.96
[32] 0.96 0.96 0.96 0.95 0.96
[45] 0.61 0.85 0.86 0.83 0.40
[40] 0.80 0.78 0.84
[33] 0.21 0.43 0.36
[34] 0.83 0.88 0.91 0.85 0.78 0.15 0.22 0.65 0.22 0.42 0.36
[35] 0.22 0.42 0.36
[36] 0.22 0.42 0.36
[53] 0.95 0.97 0.93
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Table 4. Comparative overview of text processing steps and tool adoption in CTI studies.

Ref. Data
collection

Text
normalization

Tokenization Lemmatization Stop-word
removal

Multilingual
embedding
generation

Feature
extraction

Named
entity
recognition

Word
association
analysis

Topic
modelling

Sequence
classification

Prediction Anomaly
detection

Used
manual
review

Used
translation

[48] D G E E E E E E Y Y
[29] E E E E E E E E E E N Y
[30] E D E E E D E G Y N
[7] G G C E E E Y N
[9] E D D D E E E E E E Y N
[31] E D C E E E G E E Y N
[32] E E C E E E E E Y N
[33] E E E E E E N Y
[34] E E D G G G E G G N Y
[36] E D D D E E E N Y
[35] G D G G E E E E N Y
[37] D C E E E E E Y N
[38] C C C E E G Y N
[47] E E D D D D G D E E Y Y
[39] G G E E C E C E E Y N
[46] E E E E E C E E C C E Y Y
[40] D E D E E E D G Y N
[41] D G D G E G E E E Y N
[42] E D D D E E E D Y Y
[43] E G D E E E G Y N
[44] D E E E E E G G G N N
[45] D D D D D E E G G Y N
[49] D D C D D E E N N
[50] E C E C E Y Y
[51] E G C G Y Y
[52] D D E G E E E E N Y
[53] D D E E Y N

E ¼ Paper explicitly names a specific tool.
C ¼ Paper cites a tool that performs part of the process or undertakes the process implicitly.
D ¼ Paper describes the process but does not name any tool.
G ¼ Paper mentions only a generic technique without citing a specific tool.
e ¼ Process/tool not mentioned.
Y ¼ Acknowledged.
N ¼ Not acknowledged.
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3. Provided a detailed explanation of the procedure
without naming an associated tool.

4. Referenced the technique generally, without
specifying a particular tool.

5. Omitted both the process and the used tool
entirely.

This classification highlights substantial defi-
cienciesdin documenting procedural fundamentals
clearly and identifying utilized software explicit-
lydthat complicating reproducibility and compara-
tive evaluation.
Although, most of the related papers specified the

supported languages; however, some studies
addressed the multilingual context support without
clearly specifying which languages they accommo-
date [40,45,46]]. Reference [29] broadly classified
languages as simply: English and non-English,
without further specification. Several researcher
merely indicated the number of the supported lan-
guages without providing detailed descriptions
[33e36,44]]. This imprecise specification of sup-
ported languages introduces an additional limita-
tion, risking misinterpretation and undermining
reliable benchmarking.
On the other hand, several experiments have

shown a frequent reliance on manual evaluation, as
indicated in Table 3; and manual labeling, as elabo-
rated in Subsection 3.1.2.2 and summarized in Table
S2 (https://kijoms.uokerbala.edu.iq/cgi/viewcontent.
cgi?filename¼0&article¼3421&context¼home&type
¼additional). This approach demands considerable
and high-cost professional human resources, con-
sumes more time, and restricts scalability. Moreover,
it significantly limits the efficiency and applicability
of CTI methodologies, practically considering the
large and continuously expanding datasets in
cybersecurity.
Furthermore, the use of translation in CTI

processes identifies extra limitations. Table S2
(https://kijoms.uokerbala.edu.iq/cgi/viewcontent.
cgi?filename¼0&article¼3421&context¼home&type
¼additional) illustrates the frequent translation
processes during dataset creation, while Table 4
highlights instances of translation directly integrated
into text-processing workflows. These practices
introduce semantic inaccuracies and inconsistencies,
potentially undermining the precision and reliability
of subsequent analyses and derived threat intelli-
gence insights.
Table 2 identifies another critical limi-

tationdinadequate linguistic processing support for
under-resourced languages, particularly Arabic.
Despite Arabic's geopolitical and cybersecurity
relevance, its specific processing requirements are

largely overlooked in current methodologies,
restricting the effectiveness and global reach of
multilingual CTI systems.
Addressing these limitations is essential to

enhance the robustness, scalability, and interna-
tional applicability of future CTI systems.

3.7. Summary of findings

The research underscores the critical importance
of high-quality, diverse, and up-to-date data re-
sources for effective CTI systems, demonstrating that
precision directly depends on data quality, variety,
and timeliness, as detailed in Subsections 3.1.1 and
3.1.2. Consequently, a substantial demand persists in
developing robust data pipelines that can continu-
ously ingest and validate new CTI datasets.
Regarding advancements in AI-driven pre-

processing and event extraction, integrating multiple
AI techniquesdfor instance, transformer-based
embeddings were combined with RNN-based and
traditional machine learning methods [34e36]d has
shown high performance enhancement, as illus-
trated in Table 4 and Table S6 (https://kijoms.
uokerbala.edu.iq/cgi/viewcontent.cgi?filename¼0&
article¼3421&context¼home&type¼additional).
The literature emphasized that no single AI

method can alone adequately capture the complexity
of CTI; therefore, future solutions must incorporate
diverse AI paradigms in multilingual support.
The use of multilingual embeddingsdfor in-

stance, XLM-RoBERTa [9], BERT [7], LASER
[42,30]dhas improved the handling of linguistic
subtleties, but these methods still face limitations
with less frequently represented languages.

3.8. Future work recommendations

Future researchdin Cyber Threat Intelligence
(CTI)dshould prioritize enhancing multilingual
capabilitiesdparticularly for underrepresented lan-
guages, such as Arabicdand developing real-time
detection frameworks responsive to emerging
threats. Automated data annotation methods need to
be standardized to reduce manual processes. Inte-
grating advanced AI and large language models
(LLMs) is recommended to improve event extraction
accuracy. Finally, establishing robust quantitative
metrics and privacy-preserving techniques ensures
the scalability and adaptability of CTI systems.

3.9. Proposed conceptual framework

This systematic literature review informs the
design of a conceptual framework, which is
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proposed to overcome existing state-of-the-art limi-
tationsdincluding dependency on manual annota-
tion, reliance on translating original texts into
English before processing, and the lack of models
customized for processing Arabic text. Fig. 2 dem-
onstrates the proposed conceptual framework's
block diagram. The framework integrates cross-
lingual processing and contextual understanding,
addressing the inherent complexities of diverse
languages and threat formats. It suggests employing
a combination of (XLM-RoBERTa þ Bi-GRU þ CRF),
aiming to create scalable and adaptive Cyber Threat
Intelligence (CTI) systems that are capable of effi-
ciently extracting relevant cyber threat events from
multilingual data sources. Data collection involves
reading data from diverse sources (Facebook
Groups, Hack Forums, Saudi-CERT) and storing the
collected raw data in a JSON storage. Language
detection utilizes Polyglot for automated language
categorization. Subsequently, text normalization
applies Unicode normalization, whitespace normal-
ization, and line break normalization. Additionally,
custom language cleaning using Regexdwhich
identifies indicators of compromise (IoC) wordsd
preserves important cybersecurity terms, which are
then directly tokenized using SentencePiece token-
izer from XLM-RoBERTa. Next, preprocessing steps
include stop-word removal using the Stopwords ISO
library and language-specific lemmatization tailored

to each language. The lemmatization process by-
passes recognized CTI terms to maintain the
contextual integrity.
Furthermore, the customized NER generates

contextual embeddings using XLM-RoBERTa and
encodes sequential context employing a BiGRU
layer. Token label scores are then predicted using a
linear layer combined with a Conditional Random
Field (CRF). The optimal label sequence is then
decoded via CRF decoding. Subsequently, entity
spans are post-processed and grouped, preparing
for structured event extraction.
The CTI event extraction process begins by iden-

tifying event triggers using a fine-tuned XLM-R
classifier, then extracting contextual arguments by
applying Bi-GRU, and finally, role labeling and
template matching employing the CRF classifier.
The extracted structured events are stored in the
final data storage.
Model training and fine-tuning involve preparing

a multilingual dataset, which is automatically an-
notated with event-role BIO tags. The process in-
cludes fine-tuning the XLM-RoBERTa model, for
token classification; training a BiGRU encoder, to
capture sequential contextual embeddings; and
optimizing a CRF decoder, to ensure coherent
tagging sequences. Performance evaluation is con-
ducted, employing accuracy, precision, recall, and
F1 scores to benchmark the framework's

Fig. 2. Proposed framework block diagram.
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effectiveness against existing state-of-the-art
methods and validating improvements in multilin-
gual CTI event extraction.
In the authors' future endeavors, a practical pro-

totype will be implemented and assessed, substan-
tiating the proposed conceptual framework. This
prototype will implement each key compo-
nentdincluding data collection, multilingual pre-
processing, and event extractiondto evaluate
practical feasibility, performance, and scalability in
a real-world CTI environment.

4. Conclusion

This extensive literature review indicated that the
development of data collection, preprocessing, and
event extraction approaches has dramatically
influenced the evolution of cyber threat intelli-
gence (CTI).
The diversity and quantity of data sources,

particularly those utilizing transformer-based
models and hybrid architecturesdhave significantly
enhanced the accuracy and effectiveness of CTI
event extraction. Challenges remain in achieving
comprehensive multilingual support and reducing
reliance on human annotation. To address these
limitations, this review proposes a conceptual
framework aimed at overcoming current state-of-
the-art constraints in CTI methodologies. This
comprehensive literature review indicated that
future research should focus on expanding the lin-
guistic range of CTI systems by incorporating
tailored modules for underrepresented languages.
This review suggested that the integration of cut-
ting-edge AI approaches can substantially enhance
the standardization of data pipelines. The automa-
tion of annotation processes will be crucial for
maintaining data quality and timeliness in an ever-
evolving threat landscape. These advancements are
essential for creating more resilient, flexible, and
proactive CTI systems that can tackle the complex-
ities of modern cybersecurity issues.
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