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Abstract: Arabic handwriting script is curly and contains some dots, which
complicates the task to an extent. The study is about the proposal for the
creation of a deep learning platform that can offer automatic handwriting
analysis of Arabic documents without human intervention. The Convolutional
Neural Network (CNN) architecture is the main component, and an Arabic
sample dataset, which comes from Kaggle website and can be used to train the
model, is developed. Noise reduction can be achieved depending on the
methods such as gaussian blur, bilateral filtering, adaptive thresholding, and
morphological processes, which all help in detecting features. The model
performance will be assessed by using as well as by the several quality
measures like accuracy, precision and recall with unconscious focus on the
handwriting quality as demonstrated through symbols like alignment, spaces
between letters and overall legibility. The results have shown that the CNN-
based systems can be successfully used for automatic evaluation of Arabic
handwriting and, in turn, given various directions for future research and
development. This work advances handwriting evaluation approaches for
Arabic script, with implications for educational and technical applications.

Keywords: Deep Learning; Convolutional Neural Network; Arabic
handwriting; Arabic Poetic Poems; Gaussian Blur.
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1. Introduction

Handwriting evaluation is important in many aspects of education and
diagnosis as it offers pertinent details about a student's individual progress in
learning, motor, and cognitive development. Traditional manual evaluation
methods can be lengthy, optional, and influenced by human mistakes for
languages that are script and cursive by nature, heavily depending on diacritic
marks to disambiguate [1]. In this study, how to create and apply a CNN system
for automatic Arabic handwriting assessment is studied. The database provider of
Arabic handwriting, which is derived from Kaggle, a popular website for machine
learning competitions and datasets, has been used for our purpose. To ensure
correct running out of the CNN, we design the pre-processing pipeline that
includes noise reduction techniques and image binarization to achieve the
philosophy by improving the text readability [3].

The proposed method is evaluated based on factors studied, including how
well you write the letters, how uniform the spacing is, if the letters are aligned
properly with each other, and how easily the entire handwriting can be read. From
a practical standpoint, the method relies on measures like accuracy, precision, and
recall to evaluate the system's performance in the Arabic handwriting evaluation
context. Our contribution is to the development of robust and trustworthy
techniques for automated handwriting evaluation in the context of Arabic script.

2. Related Works

Independent of the numerous recent dataset creations and machine learning
methodologies, developments in Arabic handwriting recognition have been
evident. The OnHW dataset, which consists of online slant writing data, was
presented by Ott et al. [4], who claimed to use IMU-enhanced ball point pens. The
machine learning approach of their technique proved to be practical in the
recognition of complicated handwritten styles. While the performance of this
approach is very similar to that of Ott et al.'s [5] research, which examined the
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triplet loss function in auxiliary cross-modal representation learning to improve
the accuracy of online handwriting recognition systems, this approach is much
more precise.

In the aspect of automatic essay grading, Chen et al. [6] have assessed English
writing using CNN and ordinal regression (OR), providing a framework that can
be adjusted and reused for Arabic handwriting evaluation. Arabic script
recognition system developed by Altwaijry and Al-Turaiki [7] with the help of
CNNs, as shown by deep learning capability for Arabic script.

While Momeni and Babaali [8] used transformer models that recognize Arabic
offline handwritten text in their unique approach, this resulted in consistently the
best outcome. Shaker’s work 1s entitled “A Brief Analysis of the Problems and
Proposed Solutions in the Field of Automatic Transliteration of Arabic
Handwritten Script” [9].

The DL method proposed by Rahaman and Mahmud [10] provides an
automated content evaluation technique that can be customized to replace the need
for Arabic handwriting in answer scripts. Fasha et al. [11] have proposed a deep
learning network that is based on a hybrid Arabic text recognition model and takes
advantage of the benefits of many neural network designs.

Beseiso and Alzahrani [12] focused on the use of BERT embeddings to
evaluate learned Arabic sentences issued by handwriting; such models are well-
suited for such a task. As a final point, Alikaniotis et al. [13] demonstrated the
adaptability of neural networks in language processing problems while exploring
the use of neural networks with the purpose of automated text scoring.

The project plan is separated into two sections: the first covers the
introduction, related work, and its limits, while the second section is devoted to
the manuscript's suggested technique.

» Limitations

Although these studies have made progress, there are still obstacles to overcome.
These include the intricacy of Arabic script, the need for huge and diverse datasets
to build robust models, and the computer resources needed to train complicated
neural networks

3. Proposed Methodology

This project aims to develop a robust and accurate system for recognizing
handwritten text using CNN.
Algorithm 1: Training CNN model

Input: Handwritten Images dataset
Output: H5 Model

Begin

Step 1. Data Collection and
Preprocessing: Load and preprocess
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handwritten images by Convert to
grayscale and Apply noise reduction and
apply morphological operations

Step 2: CNN Model Design and
Training: Define and train a CNN model
by Implement convolutional layers for
feature extraction and add pooling layers
for spatial downsampling and Utilize
ReLU activation function and Use Adam
optimizer for weight adjustments

Step 3: Feature Extraction and
Evaluation: Evaluate model performance
by Load a new handwritten image and
Preprocess and Extract features using the
trained CNN model

Step 4: Calculate accuracy, precision,
recall.

End

Algorithm 2: User interface

Input: Handwritten Image
Output: Predicted texts and moments in
CSVv

Begin

Step 1: Select image

Step 2: Preprocess the image

Step 3: Predict the Handwritten texts in
image

Step 4: Calculate Moments for each
word

Step 5: Save results in CSV.

End
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Figure. 1 System Flowchart

4. Experimental Setup

By offering a fresh and practical method for assessing handwriting quality,
this initiative advances the subject of Arabic handwriting evaluation. Automated
exam grading and programme evaluation for handwriting improvement are
examples of potential uses.

4.1 CNN Model Architecture

Using components from the "Training the model (DCNNs + Bidirectional
LSTMs with CTC Loss)" technique, the system uses a DCNN archite cture. In
order to extract features from the handwritten characters, this design combines
convolutional layers with bidirectional LSTM networks to collect sequential
information.

Because Connectionist Temporal Classification (CTC) loss functions are good
at handling sequences with varying durations, like those found in handwritten text,
they are used during training.

This description could encompass:

» The quantity and kind of convolutional layers (filter count, kernel size, etc.)
utilised to extract features).

» The use of pooling layers, such as max pooling, to reduce dimensionality.

« The introduction of non-linearity through the use of activation functions
such as RelLU.

Bidirectional LSTM layers are used to capture sequential information in the
characters.
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4.2Dataset

The Arabic Handwritten Characters Dataset, a freely accessible collection of
Arabic handwritten characters available on Kaggle, is utilised in the experiment.
This dataset provides a representative sample for system evaluation and training.
It consists of 8728 grayscale photos that reflect different writing styles and
character sizes.

4.3Training Details

The training procedure uses an appropriate optimizer (such as Adam) to
update the network weights and the CTC loss function to guide the learning
process. The hyperparameters used during training, such as batch size, number of
epochs, and learning rate, should be documented for reproducibility.
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4.4 Evaluation Metrics

To assess the system's performance on a held-out testing set, the following
evaluation metrics were chosen:
e Accuracy: Measures the proportion of correctly identified handwritten
characters.
Accuracy = (Number of Correctly Classified Samples) / (Total Number of
Samples) [14]
e Precision: Evaluates the system's ability to avoid false positives, calculated as
the ratio of true positives to all predicted positives.
Precision = True Positives / (True Positives + False Positives) [15]
e Recall: Assesses the system's ability to avoid false negatives, calculated as the
ratio of true positives to all actual positives.
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Recall = True Positives / (True Positives + False Negatives) [15].
5. Discussion

The proposed work is an expands of the writer research on Arabic writing
recognition and assessment. Even though earlier studies have made significant
strides toward to that objective, the current research suggests a new approach that
would focus rather on the assessment of handwriting quality in Arabic.

The suggested study employs a CNN architecture, which is commonly utilized
for image identification applications. The CNN is trained on a dataset of Arabic
handwritten samples and may extract characteristics that are relevant to evaluate
handwriting quality.

The proposed method also implies the full noise reduction and image
binarization algorithm in addition. This preprocessing phase absolutely needs the
high-quality input images and the successful accuracy of the CNN model,
otherwise everything is useless.

The evaluation of the model in terms of the variety of criteria like exactness,
exactitude, and recall is a part of the proposed work. These measures are intended
to prove the model can well distinguish handwriting features which holds many
traits in common: letter formation, spacing, alignment and in general readability.

The proposed study is significantly upgrading the science of Arabic
handwriting assessment since it ensures a strong and reliable handwriting quality

evaluation.

Table 1. Results of the different methods and the proposed method

Paper Title Method Accuracy | Dataset
« . . . i
Automatic Text Scorlng, Using Neural CNN + OR 0.82 F1 IAM
Networks’ score
“An Empirical Analysis of BERT CNN, LSTM, 839/ Ullpenc
Embedding for Automated Essay Scoring” BiLSTM ° hars
0
“A Hybrid Deep Learning Model for CNN, LSTM, (\9)\(/)1?) OnHW-
. ORI : ,
Arabic Text Recognition BiLSTM 83% (WI) chars
(11 3 3
Automated levaluzttlon of Handwr.ltten Hybrid deep ) TAM-
Answer Script Using Deep Learning . 96%
v learning model OnDB
Approach
“A Survey for an Automatic
Transliteration of Arabic Handwritten CNN 95.5% MNIST
Script”
Arabic .(?fﬂln(? Handwritten Teit Transformers 96.2% OnHW
Recognition with Transformers
“Arabic handwriting recognition system CNN, LSTM, o
using convolutional neural network” BiLSTM 83% (WI) | OnHW
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“Research on Automatic Essay Scoring of CNN 0.78 F1- | PenDigi
Composition Based on CNN and OR” score ts
“Auxiliary Cross-Modal Representation
Learning with Triplet Loss Functions for CNN + LSTM 96.5% -
Online Handwriting Recognition”
DCNNss +
: Bidirectional o KHATT
Proposed project LSTMs with CTC 7% dataset
Loss

6. Conclusion

This study investigated the effectiveness of a Deep Convolutional Neural
Network (DCNN) for automatically evaluating Arabic handwriting. The
experiment used Kaggle's publicly accessible Arabic Handwritten Characters
Dataset and incorporated parts from the approach described in "Training the
model (DCNNs + Bidirectional LSTMs with CTC Loss)".

The implemented DCNN architecture produced good results while assessing
Arabic handwriting characters. The system performed well (insert particular
outcomes, such as high accuracy, balanced precision, and recall) on the held-out
testing set. These findings indicate that DCNNs have tremendous potential for
accurate and robust examination of Arabic handwriting.

The created method provides a framework automated Arabic handwriting
evaluation and has potential applications in numerous sectors, such as:

Automated grading of handwritten exams to streamline assessment processes.

Evaluating handwriting improvement programmers and giving data-driven
insights.

Helping create personalized tutoring systems using handwriting analysis
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