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Abstract

In this research, we explore the third-order difference in membership associated
with single-valued functions associated with differentiable operators. We present
new information about the third-order differential membership in the unit disk.
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1.Introduction

Let H(U) denote the class of analytic functions in the open unit disk U=
{z € C: |z| < 1} and let H[a, n] represent the subclass of functions f € H(U) of
the form

f(z) =a+ayz" +ayz2"t+-- (@€
(1.1)
Additionally, let A(n) be the subclass of functions f € H(U) of the form
f(z) =z+ Yo, a,z", (1.2)

For f, g € H(U), we say that the function f(z) is subordinate to g(z), denoted
symbolically as follows:

f<g or f(z)<g(z)),

If there is a Schwarz function w(z) that is analytic in the region U, with w(0)=0
and [w(z)[<1 for z€U, and if f(z)=g(w(z)) for all zeU,

then the following equivalence holds, particularly when the function g(z) is
univalent in U (cf., e.g., [3]; also refer to [4, p.4]):
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f(z) < g(z) & f(0) < g(0) and f(u) < g(u).

The idea of differential dependence is an extension of various complex variable
inequalities. To further deepen it, we introduce some additional definitions and
terms from differential dependence theory.:

Definition 1.1. (refer to [1]): Consider ¥: C* x U — C, and a univalent function
h(z) defined in U. If the function p(z) is analytic in U and satisfies the following
third-order differential subordination:

Y (p(2),zp'(2),2°p" (2),2°p"" (2); 2) < h(2), (1.3)
A solution of the differential subordination is called p(z).

A single-valued function that is different from zero is called the master function
of a differentially subordinate solution, or the master function if p(z) is greater
than or equal to q(z) for all p(z) that satisfy (1.3). For all of the q(z) in (1.3) that
are dominant, the q(z) that is most dominant is said to be the best of the
dominant.

Definition 1.2. (refer[2]) Let function f(z) € A(n). Form € No =N U {0}, a >
0, = 0, the Wanas operator Wéf g A — A is defined by :

fo'e) m+ m
Wolf,'g f(2) =2+ 35 Xh=1() (D™ (ﬁ) 15 alz" .. (1.4)
It can be confirmed from (1.4) that

2 (Wep £(2))'= [Zhhaa() CD™ (@™ +1) W™ £(2)

L= (D™ @™ ] W f(2). (1.5)

Definition 1.3. (refer to [1]): Consider the set Q comprising all analytic and
univalent functions q defined on U \E(q).

B@) = {55 € U : Jim{a()} = oo} (1.6)

and are such that min|q'(§)| = p > 0for& € dU \ E(q). Further , let the
subclass of Q for which q(0) = a be denoted by Q(a) with

Q(0) =Qoand Q1) = Q;.

Subordinate techniques are used for certain classes of acceptable functions.
Antonino and Miller [1] provide the following classes of acceptable functions:.
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Definition 1.4. (See [1]): Assume Q is a subset of C. Let g€Q and nEN\ {1},
where N is a set of positive integers. The class of feasible functions y_n [€,q]
includes functions that satisfy the feasibility condition y: C*4xU—C:

P(r,s, tuz) €Q,

whenever

r=q(), s = k&q'(¥), R(E + 1) > kR (E(C]l,(g) + 1>

and

Lo (&9 (®)
R(%)Zk R< ;(E) )

wherez € U ,£ € dU \ E(q) andk = n.

Lemma 1.1. (refer to [1]): If p € H[a,n] with n>2 and q € Q (a) satisfy the prescribed

conditions, then:
29" (9) zp'(z)
Re{ 7® } =% 90

wherez € U,§ € U\ E(q)andk >n.IfQisasetinC, y € P,[Q,q] and

U(p(2),zp'(2),2°p" (2) ,2°p"" (2);2) € Q,
then

<Kk,

p(z) < q(z) (z € ).
2. Results concerning the Third-Order Subordination

We first introduce the following class of admissible functions, which are
essential for establishing the differential subordination theorem with the
operator W_(a,B)"(k,d) according to the equation (1.4).

Definition 2.1. Assume Q is a subset of C and q € Q oNH o. The class of
feasible functions 0 r [€,q] consists of functions phi:C*4xU—C that satisfy the
specified admissibility conditions.

¢(a, By, 8;2) € Q

whenever
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k' (@) + (Zhma () (D™ (™) a®)
a=q(7), B= - x
Mt () (D™ (M +1

(BKi=2 () (—pym+ (%)mﬂ)2 X = (ZKiea () (-1)m*2 (%)m)2 «
(CKama () CD™H (DM41) B-(Ehea () D™ (D™ @
2(Bkea () D™ (D)

(BKi=a () (-pm+ (%)mﬂ)z X = (ZKiz1 () (-1ym+ (%)m)2 «
e
(=1 () CD™H (DM41) B-(Ehea () D™ (DM) @
2(Bhaa () D™ (D)=

kRe {% + 1},

and

(B5eal) D™ Gm 1) 1m0 D™ (S +1)y - 3 (S
(Bma () (D™ (D +1) B = (Thioa () D™ ()0

Re {

(2T () D™ ™)+ 3(5hea () D™ G™)

+
(CKima () CD™H (DM41) B-(Ehea () D™ (H™) @

(3haa () D™ @)+ 6L () D™ (Hm)+42)) =

e (010)

Givenz € U,{ € dU\ E(q) andk € N\ {1}

Theorem 2.2. Letd € 0,.[Q,q] . If the function f € A(n)and q € Q- satisfy
the following conditions :

Re{%}z 0,

wee f(z)

<
oo | =K 1)

and

{d(Wpg £(2), Wep T £(2), Weg ™2 £(2), Weg ™ £(2) ;2)z € U} € O
(2.2)
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then
Wep f(z) < q(@), (z€U)
Proof. Proof: Define the analytic function ( w(z) ) in (U ) by:

p(z) = W, f(2).
(2.3)

Then , differentiating (2.3) with respect to z and using (1.5) , we have

2p' @)+] Th=a (1) D™ @™|p@)
Th=a(nd) (D™ ™ +1

(2.4)

Woe T f(z) =

Further computations show that

229" (2)+(2 Zha () (GO G +1)2p! 0+ Zha () (O™ &M b2

Wk,8+2f(z) —
“p (Bma () (-mymet m 1)
(2.5)
and
WEH3(z) = 2°p""" (2)+3(Zhh=t () (CD™H (™+1) 22" @)+
Q,

(s () Coym+t @ma )’

3(Zhima () (D™ G™243 Ty () (D™ ™) +1)2p’ @)+ [Ehma () CD™ &™) b2

(ks -yt Gma )’

(2.6)

Define the transformation from C* to C by

s+ Zk=a () D™ @™

Th=a ) (D™ @M1

a(r,s,t,w) =r, B(r,s, t,w) =

o (2T () (D™ G4 s +Shna () D™ M)

(ks () (~ym+ Gmaa)”

x(r, s, t,w) =

b
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wt3(Shma () (1™ (™) +1)e43(SKma () (- ™)+

(BK o1l (c1ymet Gmaa)’

y(r,s, t,w) =

35500 (0™ (Hm) +1)s+ (Tt ™ &) x
(Beathy CDm G 1)

Let
Y(r, s tw;z) = o(a,B,xy;2) =

s+Em=1() (D™ @™
D TR (oM (e
(2 Zma () (G0 (H™)+1)s+ [SKma () ™ G

(Bkma Gl (c1ym+t Gmaa)’

b

w3 (S50 D™ (B) 4 1) 043 (Bl o™ Gm) 4
(B5es) -mes Gm v 1)

3(Thma () CO™ (H™)1) s+ (Sa () D™ Gm)

(er<n=1(n1§) (-1)m+1 (%)m_l_l)z

Z)
(2.7)

The proof will make use of Lemma(1.1).Using the equations (2.3) to (2.6) ,and
from the equation (2.7) ,we have

Y(p(2),zp'(2),2°p" (2),2°p"" (2); 2) =

(Weg £(2), Wy ™ £(z), Wia T2 £(2), Wip ¥ £(2) ; 2)
(2.8)

Hence (2.2) becomes

Y(p(z),zp'(z),z*p" (2),z°p"' (2);z) € Q
Note that
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t (Shima () D™ &m41)” X - (Shica () D™ &)
-+ 1= o o -
s (EKima (@) CDMH (DM41) BT () D™ (D™) @

2(Bhiea () D™ (D)

2.9)
and

w
S

(B5al D™ G +1) (B O™ (Hm 1)y 3 (Dol (-

(Thma() (D™ (D4 1) B = (Thioa () (D™ (m)

(2S5 D™ ™)+ 3(Thma () - G™)
(Chama () GO (DM41) B-Ehny () D™ (DM) @

(33hea () D™ ™)+ 6 () (~D™ (Hm) +42),
(2.10)

Therefore, the admissibility conditions of [(yed) r [Q,q] in Definition (2.1)

are clearly equivalent to the admissibility conditions of wey 2 [€,q] in
Definition (4) when n=2. Therefore, using (2.1) and Lemma 1 we have

p(2)<q(2),

or, more generally,

W_(a,B)"(k,d) f (z) is more significant than q(z).
The proof of (2.2) is now complete.

If the behavior of q(z) near the boundary of U is unknown, we can deduce a
similar result to Theorems 2.2 from the behavior of q(z) on the boundary of U.

Corollary 2.3. Given Q c C and a function q that is univalent in U with q(0) =
0, suppose ¢ € 0,[Q,q] for some p € (0,1), where q,(z) = q(p,). If f€
A(n) and q,, satisfies the specified conditions:

Zq{)’(i)}
R >
© { ap@ ) — 0,

west f(2)

<k, (z€U,g€dU\E(qy)),
(2.11)

ap(z)
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and
k,6 k,6+1 k,6+2 k,6+3 .
¢ {(Wyp f(2), Weg ™ £(2), Weg ™™ f(2), Wy f(2) ;2 € U} € Q
(2.12)
then

Wy f(z) < q(@) (z € U)
Proof: By utilizing Theorem (2.2), we obtain
Wy f(z) < qp(2). (z€U)

The conclusion stated in Corollory (2.3) is now derived from the subsequent
dependency property

g_p (2) is the approximation of the real value of z, as a result, it is also a
function of z.

For a domain that is simply connected and has a conformal mapping h(z) that
converts U to a domain of type Q#C. Here, the class of functions that are
defined as h(U),q is referred to as h(U),q.

The following two results are the direct results of Theorem (2.2) and of
Corollary (2.3).

Theorem 2.4. Given ¢ € 0.[h, q], if the function fEA(n) and q€Q ° satisfy
condition (2.1). and

(W £(2), Wep T £(2), Weg 72 £(z), W3 ™ £(2);2) < h(z)
(2.13)

Then
Wy f(z) < q(z), (z€U).

Corollary 2.5. For Q € C and a univalent function q in U with q(0)=0, and ¢ €
@r[h, qp]for some p€(0,1), where q,(z) = q(p,) . If f€ A(n) and q,, satisfy
condition (2.12),

b(Wg £(2), Wy ™ £(z), Wy 72 £(2), Wyp ¥ £(2);2) < h(2) .
(2.14)

Then

Wy f(2) < q(2), (z € ).
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The best dominant of the differential subordination (2.13) is obtained.

Theorem 2.6. Assume h is univalent in U. Let ¢ ¢: C* Xx U — Cand y and vy
be defined by (2.7). If the differential equation.

Y(q(2),2q9'(2),2°q" (2),2°q"" (2);2) = h(z)
(2.15)

has a solution q(z) with q(0)=1 satisfying condition (2.1) and fEA(n) satisfies
condition (2.13) and

b(Wg £(2), Wy ™ £(z), Weg 72 £(2), Wyp ¥ £(2); 2)
is analytic in U,
Wes f(2) < a(2),
then q(z) serves as the best dominant.

Proof . From Theorem 2.2, it can be deduced that q is the primary solution to
equation (2.13). Since q also satisfies (2.15), it is therefore a solution of (2.14).
As a result, the majority of the question will be answered by the dominants. As a
result, q is determined to be the most effective dominant. This ends the
verification of the theorem.

According to Definition (2.1), and specifically in the case where q(z)=M_z
(M>0), the class of functions that are permitted, referred to as ® r [€2,q], can be
described as follows

Definition 2.7. Let Q be a set in C,I>0 and M>0. The set of permissible
functions ® r [Q,M] consists of functions ¢:C*4xU—C that satisfy the
following conditions.

Kt Shea () CO™T @™ o L2 (D) (-0 (pM)+ 1) K+

* Thea () (DM @M+ T (Eha ) (D™ (M 1)

¢ (Me'

(Zh=a () D™ ™2 Mel®  N+3 (T () (-D™ (H™)+ 1) L+

(k) CD™H @M+ D2 7 (Thaa() (D™ @M+ 1)?
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[3 Xzt () CD™F @™+ 3 2hhaa () (D™ (HM)+ 1)k (Shhaa () CD™F (D™+ D?] Me'®

(Zh=a() (D™ @M+ 1)
;z) € Q,
(2.16)

Whenever z € U, Re(Le_ie) > (k—1)kM,and forall € Rand,k € N\ {1}.

Corollary 2.8. Suppose ¢ € 0,.[Q, M], If the function f € A(n) meets the
following condition:

(Weg ™ f@)] < kM (k= 2;M > 0).
And
bW £(2), Wep T £(2), Wea 72 £(2), Weg ™ £(2); 2) € 0,
Then
(Weg f@)| <M, (ze U keN\{1})

In the scenario where Q = q(U) = {w: |w| < M(M > 0)} ,let's use the notation
©.[M]to represent the class ©.[€, M].

Corollary 2.9. If ¢ € 6,.[M]. and the function fEA(n) meets the conditions:
Wep ™ f@)| <kM (k=2;M>0),
and
(W £(2), Wep T £(2), Weia 72 £(2), Wy ™ f(2);2)| < M,
then
(Weg f(z)] <M.

Corollary 2.10. ConsideringM > 0,K € N\
{1}and ¥X_,(S (-=1)m*1 (%)m > 0 ., and fEA(n) satisfies the conditions:

k+1
|WESH f(z) — W2 £(2)| < M,
(X'B Ol;ﬁ k 1 k) (_1)m+1 (%)m + 1
m= m

then

(Weg f(z)] <M.
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Proof . Defining ¢ (o,f3,y,0;z)=B-a and Q=h(U), where
k+1
h(z) = Mz . M>0.

M () (D™ (@™ + 1

By using Corollary (2.8), we aim to demonstrate that ¢ € 0,[Q, M], meaning
that the admissibility condition (2.17) 1s fulfilled. This is evident, as observed
when

Kt S () CO™H @™ L2 (Shaa ) (D™ (M) 1) k+

* Thoa () (CDMH M+ T (Ehald) (D™ M D2

[ (Me™®

(Zh=a () D™ ™2 Mel®  N+3 T () (-0™ (H™)+ 1) L+

(Zh=t() (D™ @M+ D2 7 (Soa() (D™ @M+ 1)3

[3 (Chma () D™ @™+ 3 o1 () (D™ (HM)+ 1)kt (Thoaa () CD™H (D™ D?] Me®

(Eh=a () (D™ @M+ 1)?
_ k+1 _ k+1 M
A I ey @™+ Zhaald) (O™ ™

for all zeU,0 e R andk > 2. The desired outcomes are derived from
Corollary (2.8), thus substantiating Corollary (2.10).

Definition 2.11. Assuming that Q is a set in C and that q is in the first quadrant
of H, the class of functions that are admittedible on C* x U and have the

property:
¢(o,B,v,6z) € Q

whenever

B e Come (Hm)+]
o= Q(Z) ’ B - er(n=1 nli) (-1)m+1 (%)m+1 ’

(Eima) D™ m+1)" X = (Shhoal) CO™ (H)41)” o
(Chama () GO (DM41) B= (e () CDMH (HM1) «

2t () (D™ (D™ + 1)) = kRe {8 41}
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and
(B5al) D™ Gm 1) (Sl 0™ (Hm 1)y - (3 B
(B () O™ (D +1) = Ehea() D™ (™ +1)

Re{

(Shma () O™ O™ 1) % ~(Zs () D™ (H)+1) a— (Thiea () GO (D) 1) @
(Chama () (D™ (DM41) B-Ehoca () CD™H (D™ +1) @

+

(335a() D™ GM) + 12T () D™ (H7)+11)) 2

e (S5

where k € N\ {1}, € dU\ E(q)andz € U.

Theorem 2.12. states: Let ¢ be an element of ¢ € 0,.4[Q, q] .If the function
belongs to A(n) and q belongs to Q1 and they satisfy the given conditions:

ZqII(Z) Wlo(("?;-l f(Z)
> 2P <
Re( q'@© ) 20, 2q'Q |~ kA,
(2.17)
and
Wk,8 £ Wk,{5+1 £ Wk,8+2 fi( Wk,8+3 £
f (Tee® Mus T Tar 18 Har D). 1) zeU)c
Z Z Z Z
Then
WE? f(z)
P 4@, (ze).
Proof . An analytic function w(z) in U is defined as
wk2 £(2)
_ Nap
p(z) = — —.
(2.18)
By utilizing equations (1.5) and (2.19), we derive
wWhSH ) 2p’ @+ (Zh=a () CD™HE ™) p@)
ap (B _ (Zh-s P") (2.19)

’ (Zhma () ™+ (@me+1)
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Further calculations reveal that

WSS 1) 22" @+ (2 Tama () (~1™ ™ 43)zp @+ [Ehema () (-1™ ™41 @)

’ (Bhma G Cym1 Gym +1)

(2.20)

and

227 (2) + 3 (Thea () (CD™ @) +6) 207 () +

k,6+3 _
Wos f(z) = . 2
(Zhea G D™ Gm+1)
3(Zhama () CD™F ™24 9o () CD™F ™) +7)zp’ @+ Ehaa () (D™ (%)m)+1]3p(z)

(BKma o (c1ym+t Gmar )’

2.21)

A transformation from C* toC is defined as

s+ (Zh=a () D™ (H™)+1]r
Shei() GO @M

a(r,s,t,w) =r, B(r,s,t,w) =

o (2 Zma () (GO ©™)43) s +[(Zma ()~ (H™) 41

(ks (-ym*e Gymaa)”

x(r, s, t,w) =

5

w3( T () (D™ ™) +6)e+3(Shca () ()™ ™) 4

(ks () (-yme Gmaa)”

y(r,s, t,w) =

9 Tfama () (~D™H (P™)+7)s+ (Zhaza () (-D)™ (%)mﬂ)3 r

(ks (-ym*e Gyma)”

Let
Y(r, s, t,w;z) = d(a,B,x,y;2) =

s+(Chh=t () CD™ (Dm+1) 1
r; [0 )
Th=a(m) (CD)™H (M1
04 o 2
e+ (2 ZKma () (D™ (H™)43)s+[Zhma () D™ @™

(s () (~ym Gmaa)”

b
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w3 (B0l D™ (Hm)46) 143 (Sl o Gm) 4
(Bsmaly et Gm 1)

o(Thma () (CD™H (H™)47) s+ (Sa () D™ Gm1) r

(Bh s (c1ym+ Gm)”

Z)
(2.22)

The proof will involve applying Lemma 1.1 along with equations (2.19) through
(2.22) and using (2.23), resulting in Hence, (2.18) can be expressed as

W(p(2),zp'(2),2°p" (2),2°p"" (2); 2) =

w};% f(z) w‘;g“ f(z) w‘;’%*z f(z) w};ﬁ” f(z)
q) ( zZ ’ zZ > zZ > zZ ) » 2 ) )
(2.23)

Hence (2.18) becomes
V(p(2),2p'(2),2°p" (2),2°p"" (2);2) € Q.

Note that

t (Shma( O™ O™ 41)" X - (Thia () CO™ (H™) 1) @
S+l = _ ; _
s (CKima () D™ (HM41) B (S () D™ (M) «
2T () D™ (D +1)

and

w

S

(B5esl D™ Gm 1) (Shnal) O™ (S 4 1)y - (3 TG
(B () O™ (D +1) = Eaa() D™ (™ +1)

(St () D™ @me1) x (S () D™ (H™)41)” = (Shca () (™ (™) 41)°
(=1 () CD™H (DM41) B-(Ehea () D™ (H™) +1) «

(3hcr () (™ M) + 12T () D™ (H) +11),
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As a result, the condition for acceptance of a¢ in the set of parameters ® (r,1)
[Q,q], as defined in Definition (2.11), is the same as the condition for acceptance
of ay in the set of parameters y 2 [Q,q], as specified in Definition (1.5) with
n=2. Through the use of (2.17) and the first part of Lemma 1.1, we have

Wy £(2)

p(z) = <q(2),

This completes the proof of Theorem 2.12.

If Q is a simply connected domain that is not equal to C and it is represented as
Q=h(U) where h is a conformal mapping of U onto Q, then the class
Oy, [h(U), q] can be denoted as O, 4 [h, q].

The subsequent outcome is an immediate consequence of Theorem 2.12.

Theorem 2.13. Suppose ¢ € O,,[h,q]where f€ A(n)andq € Q; satisfy
condition (2.17).

wi;;% f(z) wlg;,g“ f(z) w‘;'_g“ f(z) wlg;_%”

o (Rust? Map 9 Wap 79 Was 2y 7) <h(a) |
(2.24)

then

WS £(z)
P = < q@),

(zeU,CedU\E(q)andk € N\ {1}).

The following result extends Theorem (2.11) to a scenario where the behavior of
q(z) on dU is unknown.

Corollary 2.14. Corollay 2.14. Let the domain of the function be equal to the
unit circle and let z represent a univalent function in U with z(0) = 1. For every p
in (0, 1), let the function ¢(z)=(1-p)z + pz 2 be defined in the domain of
attraction of the set. Assured that f(z) is in the domain of A(n) and that q p
fulfills the necessary requirements:

9”@
R >0,
e{ G }

(2.25)

wlg;,g“ f(z)
24, ()

<kM( ke N \ {1uM >0,

and
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) ) ) )

o (w‘;‘% f(z) w};ﬁ“ f(z) w};ﬁ*z f(z) w‘;f;?‘ f(z) >e Q

Z Z Z Z
(2.26)
Then

Wk £(z)

+<q(z), (ZEU,ZE@U\E(qp)andkEN\{l}).
Proof . Following Theorem (2.11),

wE £(z)
B < qp(2) .

Z
As a result, the proof of Corollary (2.13) can be deduced from the following
property of subordination.:
qp(2) < q(2) .
The proof of Corollary (2.13) is now concluded.

Corollary 2.15.states the following: If z is in the domain of attraction of the set
C, then the probability of the state of affairs is: if z is in the interior of the circle,
then the probability is 1/16. Let h,q_p for some p€(0,1) where q p (z)=q(pz) If
f(z)€A(n) and q_p have the following properties:

Re {Zq{g’(i)} >0 w‘&',%ﬂ f(z)

< kM(k EN\{1};M> 0,

p@ )~ 2qp (D)
(2.27)
and
<W10((',?3 f(Z) 4 Wlo((',%-'-l f(Z) ) Wlo((',?;-z f(Z) ) Wl&l’%+3 f(Z) ) Z> < h(Z) )
Z Z Z Z
(2.28)
then
W f(z)
T<q(z), (ZEU,ZE@U\E(qp)andkEN\{l}).

The next Theorem yields best dominant of the differential subordination

Theorem 2.16. Let h(z) be a function that 1s univalent in U and satisfies (2.23)
in C, and let y be defined by (2.23). The equation of the differential operator

¥(a(2),2q'(2),2°q"(2),2°q"' (2);2) = h(2) (2.29)
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If there exists a solution q(z) € Q; N H, where fEA(n) satisfies condition (2.24)
and

(2.30)

) ) ) )

o w};f; f(z) w‘;g“ f(z) w};?jz f(z) w‘&;ﬁ” f(z)__z
zZ Z Z zZ N

is analytic in U, then (2.24) implies that

WXL f(2)

and q(z) is the best dominant .

Proof. Through the use of Theorem (2.11), we can deduce that q(z) is the most
significant term in the presence of condition (2.24). Because q(z) satisfies
(2.29), it is also a solution of (2.24), thus, all of the dominants will have a
chance to succeed. As a result, q(z) is the most significant dominant..
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