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ABSTRACT

The Kingdom of Saudi Arabia is the gathering place of most of the nationalities of the Islamic world. When a certain
disease spreads, it will be important to know which governorate has the greatest influence on the spread of the disease
and take the necessary precautions to limit its spread, and this is the goal of this study. COVID-19, The SRS-COV-
2 coronavirus that caused the most recent pandemic is known as the Corona pandemic. To determine which Saudi
governorates had the greatest influence on the epidemics spread, data was gathered for thirteen governorates over two
months (July and August). The data was analyzed by using cluster analysis. The Saudi governorates were divided into
cluster (groups) and cluster centers, these centers represent the main characteristics of each cluster (group) by using the
Hard K-Means (H.KM.) clustering technique, and the optimal number of clusters (groups) was calculated by applying
the validity clustering methods to identify the group that has the greatest influence on the epidemic’s propagation. We
employ variance analysis (ANOVA table) to determine the governorate that has the greatest influence on the spread of the
disease by knowing the variances within each cluster (group) and between clusters. The goal of ANOVA is to determine
whether there are statistically significant differences between the governorates (clusters) in terms of the spread of the
disease. The conclusion of the study suggests that the governorates of (Riyad, Maka and Eastern) have had the most
impact on the COVID-19 pandemic spread.

Keywords: ANOVA, Clustering, Covid-19, Hard K-Means, Validity

Introduction

Cluster analysis is one unsupervised machine learn-
ing technique; it divides the observations into groups
such that the similar ones take the same group and the
dissimilar ones into another group. It’s an important
technique for separating observations.1

Clustering plays every vital role in exploring data,
creating predictions and overcoming anomalies in the
data, to satisfy this goal there are two types of cluster
analysis:

1- Fuzzy or (soft) cluster analysis 2- Hard or (crisp)
Cluster analysis:

In fuzzy (soft) cluster analysis approach assigns
each observation in the dataset X to different clusters
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with different memberships which vary between 0
and 1. In another type assign each observation to
exactly one cluster with membership exactly (either
0 or 1).2–4

The analysis of variance (ANOVA) called the fisher
analysis of variance this term became well-known
in 1925. It is used to compare variances across the
means (cluster centers) of different clusters. A range
of scenarios is used to determine if there is any differ-
ence between the means (cluster centers) of different
clusters.5

The outcome of ANOVA is the ‘F statistic’. This
ratio shows the difference between the within-group
variance and the between- group variance, which ul-
timately produces a figure which allows a conclusion
that the null hypothesis is supported or rejected.5

One-way aims to determine the existence of a sta-
tistically significant difference among several cluster
centres. This test uses the variances to help determine
if the centres are equal or not.

The aim of clustering is to find similar clusters of
observations in the dataset, but the important ques-
tion is how to evaluate results without missing the
auxiliary information, this is one of the fundamental
problems of clustering?, It can be shown that there
are no absolute standards for the best clustering, but
it depends on the research’s problem and researcher
thought that he should decide whether the observa-
tions are correctly clustered or not.6 Therefor we can
use the validity clustering to evaluate the clustering
results from finding the optimal number of clusters
which are the best description of the data structure
without any loss information.7

The rest of this study is organized as follows: sec-
tion 2 contains the Hard K-Means (H.KM.), section 3
contains the Experiment, section 4 contains the Result
and Discussion and finally section 5 contains conclu-
sions.

Materials and methods

The Hard K-Means clustering technique

The H.KM. Technique clustering called (Lloyd
Forgy algorit technique) was developed by J. B.
Macqueen in 1967 as a simple centroid-based
method.8

This approach, which divides the dataset into clus-
ters, is the oldest and most widely used partitional
technique. Its merits include efficiency, speed, and
brevity. The k-means clustering algorithm has been
extensively researched and utilized in several fields,
including medical, engineering, programming, and
image processing.7,9

This algorithm’s goal is to minimize the square er-
ror in each cluster and the error measure, which form
the foundation of this methodology. This method
seeks to identify K partitions that meet a given set
of requirements to obtain the best clustering:

1. Select a few observations from the dataset to
serve as the initial cluster centers

2. The remaining observations are gathered at
their initial centers based on the minimum dis-
tance criterion. After that, we obtain the initial
classification.

If the classification is deemed unreasonable, we
revise it by recalculating each cluster center. This
process is repeated until we obtain a classification
that makes sense.9

To compute the minimizing objective function and
centroid of H.KM the following formula is used:

JH.KM. = J (X;C) =
n∑
i=1

k∑
j=1

‖xi − c j‖2 (1)

Where i is the dataset and j is the number of
clusters.

c j =
1
m j

∑
x∈C j

X (2)

Where c j the jth cluster, c j is the centroid of cluster
C j, m j the number of observations in the jth cluster
and X all the observations.

The Steps of Algorithm:

1- Assume the number of clusters K and centers C
(in this study we choose the centers randomly)

2- Compute the distance between cluster center
and the observations by using Eq. (1).

3- Distributed the observations on the closet cen-
troid cluster based on minimum distance.

4- Recomputed the centroids of each cluster by us-
ing Eq. (2).

5- Repeat stages (1–4) until centroid does not
change10 as Fig. 1.

Real data

This section provides a real and numerical dataset
to illustrate the Hard K-Means method’s performance.
Table 1 displays the numerical and authentic dataset
that was derived during two-months from thirteen
governorates in the Kingdom of Saudi Arabia dur-
ing the COVID-19 pandemic. This procedure is often
used to produce varying numbers of clusters with
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Table 1. The real data.
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1 29 19 7 11 20 1 62 156 74 96 337 377 310
2 29 13 2 37 21 16 115 177 109 55 327 208 279
3 9 13 6 17 19 28 14 137 45 62 314 265 219
4 39 14 8 40 18 18 115 77 90 32 273 222 227
5 34 16 8 8 14 33 23 273 68 110 234 220 206
6 18 8 8 50 18 88 27 134 35 59 264 240 328
7 19 23 6 12 28 46 6 184 23 67 264 222 307
8 19 4 30 18 21 45 26 93 59 94 277 252 319
9 18 15 5 1 18 24 26 108 63 76 206 245 328
10 17 48 5 18 14 41 43 96 59 56 178 297 305
11 37 44 3 7 17 29 26 196 51 40 209 260 193
12 12 37 5 10 11 64 47 125 71 64 254 200 344
13 26 49 8 23 24 39 55 135 45 92 189 283 327
14 23 38 4 18 14 47 93 140 56 41 158 260 354
15 29 45 5 18 23 32 48 122 56 24 185 265 313
16 32 41 4 23 18 45 83 143 69 86 240 240 274
17 50 40 8 15 23 39 77 124 43 82 128 211 258
18 16 32 3 13 20 33 66 114 55 23 170 187 323
19 25 64 5 17 22 33 60 129 62 79 219 262 316
20 31 36 7 20 22 43 77 174 63 54 207 200 339
21 25 43 6 17 20 45 59 143 49 69 176 188 302
22 18 44 4 14 16 56 96 131 57 72 158 211 285
23 21 55 6 24 19 51 73 157 68 90 211 209 263
24 21 47 6 25 23 41 83 150 59 107 170 244 280
25 24 53 5 14 19 39 70 122 54 92 226 183 293
26 20 61 3 6 12 43 81 145 62 69 169 316 265
27 21 49 4 40 32 57 104 154 62 117 224 242 273
28 33 59 12 32 25 41 86 127 67 82 271 239 260
29 23 73 11 30 42 41 97 76 63 100 220 260 253
30 36 58 7 31 28 52 92 59 64 118 174 212 256
31 34 56 8 33 19 53 68 84 64 79 209 196 243
32 13 58 3 17 23 40 170 94 69 64 154 207 235
33 17 44 5 20 18 45 35 108 70 88 152 244 217
34 13 46 10 23 56 18 62 89 70 107 188 209 184
35 16 43 11 18 19 39 39 126 65 92 169 214 192
36 17 41 10 24 35 29 48 98 55 101 162 189 177
37 16 32 10 16 20 28 68 102 66 98 152 182 164
38 22 32 10 17 23 37 55 88 48 81 128 166 143
39 7 32 7 7 16 35 49 60 39 67 132 151 129
40 11 38 11 8 10 39 71 74 43 83 132 142 134
41 18 30 12 19 23 36 71 115 50 85 125 159 121
42 17 31 11 14 19 35 54 86 47 72 111 147 107
43 18 26 11 14 17 41 73 80 41 72 113 127 133
44 11 22 12 14 15 32 51 58 41 66 92 119 148
45 15 14 10 14 12 28 42 48 30 55 74 106 161
46 6 16 3 5 9 26 40 48 28 46 62 85 168
47 6 22 9 5 10 34 48 50 27 59 67 97 170
48 11 17 14 15 15 25 43 41 35 61 59 101 132
49 9 16 10 12 14 24 41 41 30 46 56 88 159
50 7 14 11 12 9 17 34 43 28 49 46 84 145
51 8 14 11 10 13 25 45 30 27 39 42 71 123
52 7 13 5 10 9 16 29 29 20 39 40 66 126
53 3 12 2 3 5 21 30 23 21 31 37 62 134
54 3 12 5 5 4 17 32 30 22 33 39 64 94
55 7 10 7 11 10 16 23 30 26 34 41 66 72
56 6 8 7 8 10 16 32 26 20 25 32 57 74
57 5 6 9 7 8 15 29 23 18 27 30 51 62
58 2 7 8 8 4 13 16 19 17 23 27 46 54
59 4 6 6 7 6 10 22 13 14 22 21 36 67
60 1 5 2 2 5 10 15 14 13 14 22 36 69
61 1 8 3 3 5 9 19 15 15 20 21 36 66
62 5 6 7 6 5 13 16 12 12 15 20 34 73
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Fig. 1. The HK.M algorithm.

corresponding cluster memberships, after which the
clustering outcomes are assessed.

After using the H.KM. Technique to analyze the
data and cluster the data into three groups, we will
utilize a one-way ANOVA table to identify which gov-
ernorates are most important in the disease’s spread.

Results and discussion

We analyze the dataset X by using the Hard K-
Means method in SPSS:

1- We calculate the distance between observations
and centers (assign the point to nearest center)
after choosing the initial centroid (randomly). as
shown in the Table 2 below:

Table 2. The initial value of cluster center.

Number of Cluster

1 2 3

Riyad 310 73 206
Maka 377 34 220
Eastern 337 20 234
Jazan 96 15 110
Madina 74 12 68
Asir 156 12 273
Alqasim 62 16 23
Najran 1 13 33
Tabuk 20 5 14
Northern 11 6 8
Aljouf 7 7 8
Hail 19 6 16
Albahah 29 5 34

Table 3. Iteration history of change in cluster center.

Change in Cluster Centers

Iteration 1 2 3

1 162.869 97.805 164.636
2 9.963 0.000 14.008
3 4.780 0.000 5.045
4 0.000 0.000 0.000

2- We update the cluster center and repeat the
procedure of distributing the observations to the
new centers (update centroids). We do this until
convergence is reached since the cluster center
has not changed significantly. Upon reach-
ing the final centers (the centroids approach
stapelty), where the maximum absolute coordi-
nate change for each center is 0 as shown in
Table 3.

In this table the cluster center was shapely in it-
eration 4. The minimum distances between initial
centers is 4.780.

We can evaluate the best clustering from Table 3
is three clusters where the cluster centers was stable
in iterative 4 that mean the choices of initial cluster
centers was perfect.

From Table 4 calculated the final cluster centers to
3 clusters.

3- We use ANOVA Table (One-Way) to calculate
the F and significance for each governorate:

The null hypothesis is H0=µ1 = µ2 = ... = µ25 = 3
Alternative hypothesis H1 6= µ1 6= µ2... 6= µ25 6= 3
We must calculate the value of the F = (0.01) and

compare it with the significant value for each gover-
norate to ascertain whether or not that governorate
has an effect on the spread of the disease in the King-
dom of Saudi Arabia. If the significant value for each
governorate is less than the F, then that governorate
is considered to have an effect on the spread of the
disease. However, this governorate has no impact on
the spread of the illness when the value is more than
the F = (0.01).

From Table 5, Aljouf has no effect on the
disease’s spread because its significant value
(0.5755026120000) was more than F = (0.01).
However, the twelve governorates—Riyad, Maka,
Eastern, Jazan, Madina, Asir, Alqasim, Najran,
Tabuk, Northern, Hail, and Albahah—had an effect
because the significant values of it less than F =
(0.01), but with different degree as shown:

Fig. 2(a), (b), and (c) show the distributions of the
observations on three governorate clusters that were
more important in the disease’s spread (Riyad, Maka,
and Eastern).
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Table 4. The final cluster centers.

Cluster

1 2 3

Riyad 299.32 114.56 240.22
Maka 254.47 87.88 212.56
Eastern 239.79 62.76 181.22
Jazan 68.68 46.56 85.11
Madina 61.58 28.48 60.56
Asir 134.53 43.84 124.78
alqasim 61.47 39.20 69.56
najran 39.53 23.60 39.50
tabuk 20.00 11.04 23.94
northern 21.63 9.44 19.39
Aljouf 7.05 8.12 6.89
Hail 33.47 16.68 45.83
Albahah 23.63 8.40 23.94

Table 5. Analysis of variance (ANOVA) table.

ANOVA

Cluster Error

Mean Square Df Mean Square Df F Significant Decision

Riyad 197695.255 2 1649.074 59 119.883 .0000000000000 Reject H0
Maka 167569.573 2 1449.760 59 115.584 .0000000000000 Reject H0
Eastern 180438.045 2 1757.200 59 102.685 .0000000000000 Reject H0
Jazan 8012.696 2 541.865 59 14.787 .0000062305572 Reject H0
Madina 7933.213 2 179.107 59 44.293 .0000000000018 Reject H0
Asir 55538.880 2 1247.410 59 44.523 .0000000000016 Reject H0
Alqasim 5424.603 2 783.512 59 6.923 .0019907085400 Reject H0
Najran 1889.091 2 179.885 59 10.502 .0001254453920 Reject H0
Tabuk 954.766 2 53.185 59 17.952 .0000008133616 Reject H0
Northern 942.442 2 74.489 59 12.652 .0000267665508 Reject H0
Aljouf 9.938 2 17.820 59 .558 .5755026120000 Accept H0
Hail 4586.049 2 196.384 59 23.352 .0000000338327 Reject H0
Albahah 1765.866 2 61.413 59 28.754 .0000000019171 Reject H0

Table 6. Arranging the governorate sequentially according to their
impact on the spread of the disease.

No. Governorate Significant

1- (Riyad, Maka, Eastern) 0.0000000
2- Asir 0.0000000000016
3- Madina 0.0000000000018
4- Albahah 0.0000000019171
5- Hail 0.0000000338327
6- Tabuk 0.0000008133616
7- Jazan 0.0000062305572
8- Northern 0.0000267665508
9- Najran 0.0001254453920
10- Alqasim 0.0019907085400
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Fig. 2. Governorate observations are distributed over the clusters as shown in pictures (a), (b), and (c).
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Fig. 2. Continued.

Conclusion

The optimal number of clusters is three, as shown
by creftb2,tb4 that means that the governorates in
Saudi Arabia were divided into three groups based
on the similarity in data characteristics (and their
contribution to the spread of the disease). While Ta-
ble 3 shows a very excellent result from the clustering
process with four iterations, we saw a poor outcome
when we tested the data with a different number
of clusters; hence, the optimal number of clusters
is three. Table 5 shows that we have rejected the
H0 and the results of applying ANOVA to analyze
the difference between the means of the clusters and
determine whether these differences are statistically
significant are shown, since the significance for each
governorate was smaller than the F= (0.01) excepted
Aljouf governorate, indicating differences between
governorates in the spread of the disease. Finally, we
have concluded from this study that the more affected
governorates (Riyad, Maka, and Eastern) since the
significance was = 0 as shown in Table 6 and because
of the abundance of trade and the influx of people
from all over the world.

Based on this conclusion, we expect that these gov-
ernorates will be the basis for the spread of any
pandemic in the future.
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الحادة لتحديد  Kتقنية العنقدة المعتمدة على طريقة متوسطات 

في المملكة العربية 19-المحافظة الأكثر تأثيرا في انتشار  كوفيد

 السعودية

 رند مهند فوزي1، ورود رياض عبدالحسين2، ايدن حسن الكناني3

 1 قسم الرياضيات ، كلية التربية للعلوم الصرفة ابن الهيثم،جامعة بغداد، بغداد، العراق.

 2 قسم الرياضيات و تطبيقات الحاسوب،كلية العلوم ، جامعة النهرين ، بغداد  ، العراق.

 3 قسم الرياضيات ، كلية العلوم للبنات ،جامعة بغداد، بغداد ، العراق.

 المستخلص

بية السعودية مكان تجمع اغلب جنسيات العالم الاسلامي فعند انتشار مرض معين سيكون من المهم معرفة تعد المملكة العر

اي محافظة ذات التأثير الاكبر في انتشار المرض لاتخاذ الاحتياطات اللازمة للحد من انتشاره و هذا هو الهدف من هذه 

يعُرف بجائحة كورونا. ومن أجل تحديد  SRS-COV-2، أحدث الجائحة سببها فيروس كورونا 19-الدراسة. كوفيد

المحافظة السعودية التي كان لها التأثير الأكبر على انتشار الوباء، تم جمع البيانات الفعلية لثلاث عشرة محافظة على مدار 

ى عناقيد شهرين )يوليو وأغسطس(. وتم تحليل البيانات باستخدام التحليل العنقودي. تم تقسيم المحافظات السعودية إل

، و تمثل هذه المراكز الخصائص الرئيسية لكل عنقود  )H.KM( Hard K-Means)مجموعات( باستخدام تقنية التجميع 

)مجموعة( وتم حساب العدد الأمثل للعناقيد )المجموعات( من خلال تطبيق طريقة صحة العنقدة  لتحديد المجموعة التي لها 

( لتحديد المحافظة التي لها التأثير الأكبر على ANOVAتخدم تحليل التباين )جدول التأثير الأكبر على انتشار الوباء. نس

انتشار المرض من خلال معرفة التباين داخل كل عنقود )مجموعة(و بين العناقيد )المجموعات( و الهدف م تحليل 

ANOFA  )من حيث انتشار المرض . هو تحديد ما اذا كانت هناك فروق ذات دلالة إحصائية بين المحافظات )العناقيد

 وتشير خلاصة الدراسة إلى أن المحافظات )مكة والرياض والشرقية( كان لها التأثير الأكبر في انتشار وباء كورونا.

صحة العنقدة. ،الحادة  Kمتوسطات  ،كورونا ،العنقدة ،جدول انوفا الكلمات المفتاحية:  


	A Clustering Technique Based on the Hard K-Means (H.KM.) Method to Determine the Governorate That Have More Influence for Spreading COVID-19 in the Kingdom of Saudi Arabia
	How to Cite this Article

	A Clustering Technique Based on the Hard K-Means (H.KM.) Method to Determine the Governorate That Have More Influence for Spreading COVID-19 in the Kingdom ofSaudi Arabia
	Introduction
	Materials and methods
	The Hard K-Means clustering technique
	Real data
	Results and discussion
	Conclusion
	Acknowledgment
	Authors' declaration
	Authors' contribution statement
	References

