S A
%&‘Q’ eé*"gf’s»
IRAOI
Academic Scientiific Journals o, o 554
Al-Rafidain Engineering Journal (AREJ) ST Vol 30, No. 2, September 2025, pp. 76-89

Performance Analysis of Machine Learning Algorithms for
Microwave Low-Pass Filter Design in Modern Communication
Systems

Mohammad Z. Farhan
mohammad.zaed.eng23@stu.uoninevah.edu.iq

Sahar L. Qaddoori
sahar.qaddoori@uoninevah.edu.iq

Ahmed M A Sabaawi
ahmed.sabaawi@uoninevah.edu.iq

Department of Electronic Engineering, College of Electronics Engineering, Ninevah University, Mosul, Irag.
Received: April 13", 2025 Received in revised form: June 20, 2025  Accepted: July 27", 2025

ABSTRACT

The increasing reliance on wireless networks for data transmission has increased the demand for microwave
filters that are characterized by high efficiency, small size, and low cost. This study presents an improved design of a
Butterworth low-pass filter that can be used in 5G networks at a cutoff frequency of 3.6 GHz. The design was developed
using Advanced Design System (ADS) simulation software using an FR4 dielectric substrate. Modern communications
require accurate designs to be provided in less time and effort, and achieve better performance. Therefore, several
machine learning (ML) algorithms, such as artificial neural networks (ANNSs), decision trees (DTs), linear regression
(LRs), and support vector machines (SVMs), were used to optimize LPF designs. A dataset was created that included
parameters of the length and width of filter transmission lines at different frequencies. The ML algorithms were then
trained by generating their code in Python. The results demonstrate significant improvements in the various algorithms'
prediction accuracy and computational efficiency. The ANN (Model 1) achieved the lowest average error of 0.17%, but
with the longest training time, while the SVM provided a balance between accuracy and training time with an error of
0.21%. In contrast, DT achieved the fastest training times, but with a higher average error of 2.63%. This approach
significantly reduced the need for manual tuning and simulation iterations. These results highlight the potential of
machine learning techniques to optimize microwave filter designs, providing engineers with flexible and high-precision
tools for modern communications applications.
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1. INTRODUCTION transmission lines. A conductive metal strip is

Communication networks extensively
use electrical filters. These filters allow energy to
pass through specified frequencies (called
passbands) while restraining energy from passing
through specified frequencies (called stopbands).
This ability is important for making sure that
high-frequency signals are transmitted clearly and
reliably, such as in satellites, radar, and wireless
networks. Also, filters make communication
networks more effective and efficient by
removing unwanted signals and background noise
[1-3]. When creating electrical circuits with high
frequencies, designers often use microstrip

attached to a metal layer called the ground plane

on top of a dielectric substrate [4].

Microstrip technology and its
components offer a plethora of advantages. Its
zero-cutoff frequency enables a very wide usage
of the frequency range. Also employs light-weight
dielectric materials for its microstrip manufacture.
This makes it an ideal choice for portable
applications like mobile phones. This is how
microwave components are designed using
microstrip technology, such as filters, antennas,
etc [5-7]. Achieving the necessary level of design
precision is typically challenging because the

Al-Rafidain Engineering Journal (AREJ)

Vol. 30, No. 2, September 2025, pp. 76-89


mailto:mohammad.zaed.eng23@stu.uoninevah.edu.iq
mailto:sahar.qaddoori@uoninevah.edu.iq
mailto:ahmed.sabaawi@uoninevah.edu.iq
http://creativecommons.org/licenses/by/4.0/
mailto:alrafidain_engjournal3@uomosul.edu.iq

Mohammad Z. Farhan: Performance Analysis of Machine Learning Algorithms ...... 77

equations that will be mentioned in (2.1) only
give  approximations  for  the  needed
characteristics. Not only make the computations
complex and time-consuming, but they also may
contain a margin of error, which can lead to
inaccuracies in the design process. Because of
this, designers may have to put in a lot of time
doing and double-checking calculations, which
adds time and money to the component
development process [8,9].

So, there is a requirement to look
through some other options that will enhance the
accuracy of the design process, in other words,
using ML algorithms to boost performance and
reduce errors. ML is an Aurtificial Intelligence
(Al) technique subfield whose ML is to teach
computers new tricks and modify behavior based
on previous errors and other data. [10]. They learn
to examine data for patterns and make judgments
based on that analysis, rather than being
programmed to carry out a certain task. When it
comes to the aforementioned problems, ML
techniques are especially useful when it comes
to producing more precise outcomes with less
human intervention [11-13].

ML techniques allow designers to handle
the optimization of microstrip line features, which
means they don't have to perform complex
calculations. The accuracy of designs can be
improved by ML algorithms that learn from past
data, find trends, and make very accurate
estimated values [14,15]. The problem of
determining the width and length values of the
filter circuit elements using conventional
equations was addressed in this study by
combining a microstrip low-pass filter (LPF) with
ML techniques, including DT, LR, SVM, and
ANN. This procedure uses ML techniques to
forecast these values based on the dataset to
streamline and increase the accuracy of microstrip
filter construction.

2. RELATED WORKS

Researchers used a different ML
algorithm with filters like Butterworth and
Chebyshev to work better and take up less size.
Microwave and wireless applications are worked
better with this way because it adds simulation
tools like HFSS, MATLAB, and ADS to makes
filter settings better.

In 2021, A. HATHAT[16] focused on
using (ANN) to design microstrip LPF and BPF.
The main goal is to provide a filter design that is
faster and more efficient than conventional design
methods. A Chebyshev LPF with a maximum
attenuation of 0.1 dB and a cutoff frequency of 1
GHz was designed using the stepped impedance
technique, while a Chebyshev BPF with a

maximum attenuation of 0.5 dB with a cutoff
frequency of 2.45 GHz was designed using the
coupled line technique. After completing the
designs and obtaining the physical dimensions for
each design, a dataset was created whose features
(inputs) were the physical dimensions, frequency,
and substrate properties, while the labels (outputs)
were (S21) and (S11). Using the ANN algorithm,
the training model was created and evaluated, and
the expected results of this model were accurate
and close to the results of the traditional
simulation, but more efficient in terms of speed.

In 2021, M. Sedaghat, et al. [17] presented
an inverse modelling approach to solve the
microwave filter design problem. This approach
achieves the intended results using the result
specifications instead of the design geometric
dimensions. This work presents a single method
to characterize the design behavior at any
frequency using S-parameters, which are the
dispersion parameters. A BPF with a cut-off
frequency of 2.4 GHz was designed using the
ADS simulation program. The output values of
the S-parameters were obtained, and then a
database containing these values was created.
Using the least squares support vector regression
LS-SVM algorithm, a training model was
developed and implemented to predict
mathematical equations to link the S-parameters
and the physical dimensions, and obtain the
expected values that were accurate and close to
the values obtained from the simulation program.
This research presented a topic that helps reduce
the effort and time required to design filters,
making it useful for applications in modern
communications such as 5G and radar.

In 2022, Y. Zhou, and others [18]
presented a new method for Multiphysics
modeling using a Deep Hybrid Neural Network
(DHNN).  Multiphysics  modeling  means
simulating several systems and designs using
simulation programs, but this modeling is
complex and requires high effort, time, and
computational efficiency in addition to side
effects such as electromagnetism and heat. This
paper presented an example of its application on
an LPF, where a multi-physics model was created
based on DHNN algorithms and sigmoid and
ReLU activation functions to simulate several
values of design parameters (geometric
dimensions). Based on this data, the model was
trained, and the expected results were obtained,
which were close to the real results, with the least
time and effort.

In 2022, J. Vesely, and others [19]
presented a method for classifying and designing
microwave filters based on deep learning
techniques. The main idea of the research was to
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build a model through which the structure of any
filter can be recognized and determined by image
processing. A BPF was designed using the
coupled line technique, and an LPF was designed
using the stepped impedance technique. Then, a
dataset was created using the MATLAB program
that contains different images for filter designs,
and each image represented the real structure of
the filter. Using the Convolutional Neural
Networks (CNN) algorithm, a training model was
created to recognize and extract the features of
each image, such as edges, inductive and
capacitive elements that make up the filter circuit
and their number of repetitions, which helps to
understand the algorithm in classifying the filter
type and determining its order.

In 2023, J. Araujo, and others [20] studied
how ML algorithms were used to make
microwave filters design better. A material RO
3010, with a thickness of 1.27 mm, a dielectric
constant of 10.2, and a feed resistance of 50
ohms, was used to make an LPF with a cutoff
frequency of 1.7 GHz. Then, a 3D program that
simulates was used to test this design and find the
S-parameter coefficients. (S21) was important
because it showed how the filter works at letting
frequencies pass through or stopping them, and
studied how the geometric factors (the filter's
dimensions) affected (S21). An (ANN) algorithm
was used to turn the modeling program data into a
neural network to find out how the filter's
dimensions affect its frequency response. This
method helped to find the right dimensions of the
microwave filter faster with less work.

In 2024, J. Davalos-Guzman, etal [21]
presented a study to integrate ML techniques with
physical simulation to improve accuracy and
reduce computational costs while including
thermal effects within the simulation to achieve a
more comprehensive understanding of the actual
performance of the filter and achieve a balance
between simulation and computational accuracy.
An LPF was designed with a cutoff frequency of
5 GHz and a frequency range of 0-10 GHz. Using
the multi-physics simulation program COMSOL,
thermal and mechanical effects were added to
study the effect of changing the geometric
parameters of the filter (width, length, and
distance between lines) on the (S21). Then, a

database was created containing these parameters.
Using the Bayesian Neural Network (BNN)
algorithm, a training model was created to
analyze the extent of the impact of these changes
on (S21), as it was found that any small change
leads to an impact on the response of (S21).

In 2025, S. Javadi, and others [22]
presented an innovative method for designing
microwave filters based on ML techniques with a
focus on improving the model through advanced
tuning techniques to ensure achieving the required
performance. The BPF was designed with three
orders, third, fourth, and fifth, and their frequency
range was, respectively, 2.8 - 3.2 GHz with a cut-
off frequency of 2.9 GHz, 2.6 - 3.0 GHz with a
cut-off frequency of 2.7 GHz, and 10.0 - 12.0
GHz with a cut-off frequency of 10.7 GHz. Using
the coupling matrix method, these designs were
created and tested to convert the theoretical
specifications of the filter into physical
dimensions that can be dealt with simulation
programs. Then, the Extreme Gradient Boosting
(XGBoost) algorithm was employed to develop a
training model that predicts the filter’s dimension
values. To improve these values, the Simulated
Annealing (SA) algorithm was used to enhance
and modify the expected dimension values. This
method provided improved designs and reduced
the time and number of iterations required to
reach the final design.

Table 1 shows a comparison between the
proposed design and previous research. Note that
in all research, only one type of dataset is used:
raw (true) data with multiple features and a single
label, without making any optimization to obtain
the optimal response to the S-parameters (S21,
S11). Also, the testing process is carried out using
only one training algorithm. This research focused
on using two types of datasets: true and optimized
data in different frequency ranges. The features in
this dataset were only frequency, while the labels
were multiple: the physical values of the filter and
the values of the S-parameters (S21, S11). This
dataset was tested using four machine learning
algorithms: DT, LR, SVM, and three different
ANN models, to make this research more
comprehensive in understanding the efficiency of
each algorithm under different data conditions.
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Table 1: Comparison with related works

Reference Filter type Data Data description Type o_f ML l_)esign Accuracy or
number type algorithm environment Error
Features: width,
[16] |LPF&BPF| 1 length ANN N/A Error =0.95%
Labels: S11 & '
s21
Features: S21 and
[17] BPF 1 s LS-SVM ADS N/A
Labels: filter
dimension
Features:
[18] LPF 1 filter dimension DHNN N/A Error =0.223%
labels: S11
[19] |LPF&BPF| 1 'magggs‘;‘;;f"ter CNN MATLAB | Accuracy =90%
Features: Filter
[20] LPF 1 dimensions ANN 3D program N/A
labels: S21
Features: width,
[21] LPF 1 length BNN COMSOL Error =1.3%
labels: S21
Features: width,
[22] BPF 1 length XGBoost CST Error =2.3%
labels: S11& S21
FFeatures: Least error :
requency DT=2.04%
P;;Et‘;srﬁd LPF 2| Labels: widh, | AN SvM ADS LR=2.02%
length, S21, & ' SVM=0.21%
S11 ANN=0.17%

The primary objective of the study was
not to develop a new machine learning (ML)
algorithm but to apply and compare existing ML
algorithms  for the purpose of optimizing
microwave low-pass filter (LPF) design. The
originality of this work lies in the integration of
simulation data and ML-based predictive modeling
for filter parameter optimization in a practical
design environment (ADS using FR4 substrate).
While the algorithms themselves are not new, the
application of multiple ML models to extract
meaningful design insights in the context of 5G-
relevant filter design represents a practical and
original contribution.

3. THE PROPOSED METHODOLOGY

In the initial design phase, the
fundamental dimensions of the microwave LPF,
including the length and width of elements (L1,
C2, L3), were calculated using analytical
equations that will be clarified in section 3.1.1.
These equations define the basic electrical
properties based on the chosen substrate, cutoff

frequency, and impedance levels. However, these
traditional methods only provide approximate
values, often requiring iterative tuning to achieve
the desired frequency response. To enhance the
accuracy, ML techniques were introduced to
bridge the gap between analytical approximations
and real-world performance. Specifically, the ML
algorithms (DT, SVM, LR, ANN) were trained
using a dataset generated from these equations,
capturing a wide range of frequency-dependent
behaviors. This dataset included calculated
lengths and widths as outputs, where the input
was a range of frequencies corresponding to S21
and S11 responses. By learning the nonlinear
relationships between these parameters, the ML
models were able to refine the initial estimates,
significantly reducing the average error and
improving the filter's overall response. This
approach not only improved the accuracy of the
predicted dimensions but also minimized the need
for repeated physical simulations and manual
adjustments, streamlining the overall design
process. In this way, ML techniques provided a
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powerful optimization layer on top of the
conventional analytical methods, effectively
enhancing both the speed and precision of the
design process.

3.1. Design a Microstrip Low-Pass Filter (LPF)

The following parameters are used to
create the low-pass filter using the stepped
impedance technique. The cut-off frequency was
used at 3.6 GHz because it is widely used in 5G
networks for modern communications:

Cutoff frequency (fc): 3.6 GHz

Number of elements (n): 3

Circuit components: L1, C2, L3

System impedance (Z0): 50 ohms

Low impedance (ZL): 20 ohms

High impedance (ZH): 120 ohms

Butterworth filter coefficients (g): g0=1, g1=1,
g2=2, g3=1[23].

Substrate dielectric constant (er): 4.4

Substrate height (4): 1.66 mm

3.1.1. Mathematical Equation Used
In building the filter, the equations from
(1) to (11) were used to calculate the filter
coefficients [24-27]:
_ Zo
L=g1 e Q)
Where L is the value of inductor L1 and L3
¢ zgz'Zn'cho (2)
Where C is the value of capacitor C2.
lo == 3)

fc
Where Ao is wavelength in air.

Ago = 2= ()

Jeo
Where Ago is the guided wavelength of the
source.

= 2o
Agl = NEq (5)
Where Ag! is the guided wavelength of
inductance L.
Age =% (6
Where is the guided wavelength of capacitance C.

Forw/h < 1:

6 = [er+1
re 2

|+ [29- fe 2™

wo

Where €, is the effective dielectric constant for
the source and w is the width.

Forw/h > 1:

o= [T [ [ 5] ooa[1-3] @)
Where €, is the effective dielectric constant for
the source and w is the width.

L= 22 sint[2]  (9)
Where L is the length of inductance, and wc is
the angular frequency.
wc = 2nfc.
Ic= % sin~[wc = ¢ * zl] (10)
Where Ic is the length of capacitance and wc is
the angular frequency.

wc = 2nfc.

lo= 2% (11)
Where lo are the length of the source

3.2. Simulation Setup

The ADS software was employed to
configure the simulation with the subsequent
objectives:

- Finding dimensions: Calculate the length
and width of each of L1, €2, and L3
using the previously given equations.

- Range of frequencies: To see how well
the filter works at different frequencies,
the program runs at 0.5 MHz steps from
0 GHz to 20 GHz.

- There wasn't enough -3 dB attenuation
with the S21 and S11 settings at the
cutoff frequency. This is because the
previous equations only give an
approximate value of the length and
width.

- It was necessary to determine the
optimal numbers for this width and
length to achieve the required results.

- To do this, ADS’s optimization
properties were used to fine-tune the
filter size by making many changes to
the program.

Figures 1 and 2 show the proposed filter design
using the ADS software interface without and
with optimization.
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Fig. 1 Schematic design for LPF using ADS without optimization.
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4. MACHINE LEARNING MODELS

Although there are other machine
learning techniques, it was preferred to choose the
most popular and extensively used algorithms in
this study, including DT, LR, SVM, and ANN,
due to their high prediction accuracy and quick
training times.

4.1. building dataset
In this paper, the equations written in the
methodology section are used to calculate the

o | AT
OctimGodz Sl
- Expr="4BISH, )T

Senbstancaiame="521"

'eight=1

Fig. 2 Schematic design for LPF using ADS with optimization.

AlGodss)es
SaveAlTrials=no

width and length values of each filter element
(L1, C2, L3) in a microstrip LPF at each
frequency within the range. The dataset's features
(inputs) only include the cutoff frequency range
(fc), while the labels (outputs) are the computed
widths and lengths: wo, wl1, wc2, wl3, lo, lL1,
lc2, and IL3. The dataset was created in
frequency ranges from 1 GHz to 6 GHz with a
0.05 GHz increment step.

The previous equations give
approximations and don't take the exact filter
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response at the -3dB point into account in terms
of S21 and S11. To overcome this constraint and
obtain more precise findings, optimized values are
created using the (ADS) program that can
improve the overall alignment with the filter's
intended performance and fine-tune the output
datasets by modifying the parameters using this
strategy. Improving the initial settings to get
closer to the target specs was a significant part of
the optimization process. Created two of the final
datasets: first, the approximate values originally
derived using the equations for the same steps,
and second, the optimized values produced using
ADS for a step size of 0.05. Table 2 presents the
results in detail.

Table 2: Characteristics of Building Data

No. of S_tep Rang No. Of
dataset source In 9f freq. values
GHz | in GHz
Datasett | O™ | 005| 1-6 | 100
equations
Optimization
Dataset2 | propertiesin | 0.05 | 1-6 | 100
ADS

4.2. The Used Algorithms

After the completion of the dataset, it
was evaluated using the DT, LR, SVM, and ANN
algorithms with Python code to determine the
expected length and width values based on both
the optimized and approximate datasets. The S21
and S11 response plots for each method were
examined, and these anticipated values were
noted in the next tables. The overall performance
of low-pass microstrip filters can be improved by
using these ML models to anticipate the
geometric dimensions of the filter elements.

4.2.1. Decision Tree (DT)

One kind of non-linear prediction model
is DT regression, which uses the feature values as
inputs to create a model. It is a recursive method
that starts with each node representing a decision
based on an attribute value and continues until the
best splits are discovered [28]. To manage the tree
depth and assure the reproducibility of the results
for this research, these parameters were set as
max_depth=5 and random_state=1.

4.2.2. Support Vector Machine (SVM)
Regression

SVM uses a tolerance margin to find the
best line to fit. A flat function with a deviation
from the actual goal values of no more than
epsilon (¢) is the desired outcome. For this study,
all available processors were used for parallel

processing with the parameters n_jobs=-1 and

cross-validation parameters CV=5 [29].
y=w*x+Db (12)

where the bias term (b), the input vector (x), and

the weight vector (w) are defined.

4.2.3. Linear Regression (LR)

Fitting data to a linear equation allows
LR to model the dependent variable's relationship
with one or more independent variables. The
approach presupposes that the output is directly
proportional to the square of the input variables
[30].

y=B0+1x+ey (13)
Where € represents the error term, O stands for
the intercept, and Bl is the coefficient for the
independent variable x.

4.2.4. Artificial Neural Network (ANN)

The objective of building an ANN is to
simulate the way the human brain works by
simulating its architecture and connections
between neural layers. A weight is assigned to
each link and is fine-tuned throughout training to
reduce prediction error [31].

In the ANN model, each neuron's output
is computed using the following formula:

aj = fQU=iwij * x; +b;)  (14)
Where aj is the activation of neuron j, f is used
for activation, wy; are the weight x; are the inputs,
and b; is the bias term for this research, use ANN
with three models and each model has a different
hidden layer as shown in Table 3.

Table 3: Artificial Neural Network (ANN) models

No. of | Hidden layer | Activation | Max.
model size function | iteration
s | G5 10
Vo2 | (1oied) | ten | so00]
oy | G230 o0
Where:

Max _iter: This indicates how many times the
neural network model will update its weights and
parameters during training. These iterations are
necessary for the algorithm to converge toward
the best possible solution that minimizes
prediction error. If the value is too low, training
may stop before reaching optimal performance,
resulting in an underfitting model. If the value is
too large, training time may increase without any
real improvement in performance, and may also
lead to overfitting.

hidden_layer_sizes: Refers to the structure of the
neural network, specifically the number of
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neurons in each hidden layer. In this thesis, two
hidden layers were used, each with a different
number of neurons.

5. RESULTS AND DISCUSSIONS

The goal of this research is to use ANN,
DT, LR, and SVM as examples of machine
learning methods to obtain expected values for the
length and width dimensions of the filter circuit
elements that are close to the real and optimized
values to save effort and time during the design
process and provide a stable and ready structure
to predict values at any frequency without the
need to refer to mathematical equations. To
implement these algorithms, the Python
programming language was used with some of its
libraries such as pandas, sklearn, and numpy. The
percentage of test data was 30%, while the
percentage of training data was 70%.

After implementing the mentioned
algorithm codes using Python, the expected
values were obtained based on the rules that were
created. These values were recorded in Tables 4
to 7, and the filter response was taken for each
algorithm. Separately using the simulation
program ADS as shown in 3,4,5,6,7,8,9, and 10
figures.

Table 4: The prediction data of used ML
algorithms according to Dataset 1

WC2(mm) | 11.653 | 11.684 | 11.691 | 11.689

Lo(mm) |5.6300 | 5.709 | 5524 | 5.413

LL1,3(mm) | 3.1888 | 3.217 | 3.236 | 3.266

LC2(mm) | 5.3707 | 5.493 | 5479 | 5.518

S11(dB) | -3.208 | -2.975 | -2.961 | -2.868

S21(dB) | -2.875 | -3.103 | -3.117 | -3.216

fc (GHz)
s | 3640 | 3568 | 3563 | 3534
Average 0.86% | 1.02% | 1.71%
error (%)
Training 27363 | 9.06 | 1053
time (sec.)

parameters True DT LR SVM
values
Wo(mm) | 3.1901 | 3.177 | 3.173 3.180
WL1,3
(mm) 0.4174 | 0.416 | 0.417 0.417

WC2(mm) | 11.653 | 11.673 | 11.701 | 11.683

Lo(mm) | 5.6300 | 5.917 | 5.418 5.690

LLLS 1 3 1885 | 3.338 | 3.057 | 3.210
(mm)

LC2(mm) | 5.3707 | 5.700 | 5.215 5.477

S11(dB) | -3.208 | -2.587 | -3.567 | -3.004

S21(dB) | -2.875 | -3.542 | -2.566 | -3.073

fc (GHz)
CGhS | 3640 | 3441 | 3748 | 3577
Average 2.63% | 2.02% | 0.71%
error ( %)
Training 0004 | 0024 | 11.79
time (sec.)

Table 5: The prediction data of ANN models
according to Dataset 1

True | Model | Model | Model

parameters values 1 2 3

Wo(mm) | 3.1901 | 3.179 | 3.178 | 3.173

WLLS 1 64174 | 0417 | 0417 | 0.417
(mm)

Tables 4 and 5 show the prediction
accuracy, error rates, and training times for
Dataset 1 for different algorithms. In terms of the
cutoff frequency (fc at -3.00 dB), the true value
was 3.640 GHz. The SVM model achieved the
closest prediction at 3.577 GHz, and the ANN-
based models (Models 1, 2, and 3) also provided
relatively close estimates (3.577, 3.568, and 3.534
GHz, respectively), indicating their ability to
generalize well to this parameter. The DT
algorithm gave the lowest estimate (3.441 GHz),
demonstrating a significant underestimation
compared to the true value.

Meanwhile, the LR algorithm predicted a
frequency of 3.748 GHz. The 0.71% error rate
and 11.79 seconds training time for the SVM
represented a good balance between accuracy and
training time. The artificial neural network (ANN)
algorithm with Model 1 was the most accurate
among the three models, with an error rate of
0.86%, but it took the longest training time
(273.63 seconds). The DT algorithm had the
highest error rate (2.63%), meaning its predictions
were less reliable.

However, it was the fastest to train,
taking only 0.004 seconds, compared to the LR
algorithm, which achieved a training time of
0.024 seconds and an error rate of 2.02%. The
results demonstrate that the SVM method can be
used to make accurate and efficient predictions.
To select the best algorithm for practical
applications in microwave filter design.
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Frequency Response of Multiple S21s
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Fig. 3 The response of S21 for true and prediction
values of all ML algorithms at dataset 1 and
f¢=3.600 GHZ
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Fig. 4 The response of S11 for true and prediction
values of all ML algorithms at dataset 1 and
fc=3.600 GHZ
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Fig. 5 The response of S21 for true and prediction

values of ANN models at datasetl and f¢=3.600
GHZ.
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Fig. 6 The response of S11 for true and prediction
values of ANN models at data set 1 and f¢=3.600
GHz

Figures 3 and 4 show the filter response
of the values of S21 and S11 based on the true
values and the predicted values of ML algorithms.
The excellent ability of SVM in estimating the
filter response shows strong congruence among
the principles calculated by different methods and
the actual values. Where the DT and LR
algorithms have a lesser degree of agreement with
the actual values. It can be seen that the values
estimated by different ML algorithms were very
close to the actual values. Figures 5 and 6
illustrate the filter response to the values of S11
and S21, compared to the results of the ANN with
different numbers of hidden layers (models 1, 2,
and 3) in a simulation run using the ADS
program. The ANN shows convergence in
performance and a close relationship with the
actual values. Conclude from observing all the
figures that modell and model2 give the best
filter response and are very close to the actual
response.

Table 6: The prediction data of used ML
algorithms according to Dataset 2

Optimize | np | | g | syMm

parameters
values

Wo(mm) | 3.181 | 3.177 | 3.173 | 3.180

WLLS |\ 417 | 0416 | 0417 | 0.417
(mm)
WC2 | 11738 | 1167 | 11.70 | 11.68
(mm)

Lo(mm) 5.630 5.838 | 5.341 | 5.603

LL13 3196 | 3.321 | 3.040 | 3.191
(mm)

LC2(mm) | 5.412 | 5.628 | 5.131 | 5.408

S11(dB) | -3.077 | -2.68 | -3.72 | -3.12

S21(dB) | -3.000 | -3.42 | -2.44 | -2.96

fc(GHz) | 3.600 | 3.474 | 3.792 | 3.613
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at-3dB
pverage 2.04% | 2.63% | 0.21%
error (%)
Training
time (sec.) 0.009 | 0.015 | 13.41

Table 7: The prediction data of used ANN models
according to Dataset 2

parameters Optimize Model | Model2 | Model3
. values

Wo(mm) 3.181 | 3.179 | 3.178 | 3.173

WL1,3

(mm) 0.417 | 0.417 | 0.417 | 0.417

WC2(mm) | 11.738 | 11.683 | 11.690 | 11.689

Lo(mm) | 5630 |5.6336| 5448 | 5.343

LL13 3.196 |3.2037 | 3.224 | 3.252
(mm)

LC2(mm) | 5412 |5.4240| 5413 | 5.448

S11(dB) | -3.077 |-3.081 | -3.061 | -2.995

S21(dB) | -3.000 |-2.996 | -3.016 | -3.081

feGHa)atl 3600 | 3601 | 3505 | 3575
-3dB
Average 0.17% | 0.77% | 1.35%
error (%)
Training 267.7 | 8.49 | 10.46
time(sec.)

In Tables 6 and 7, the ADS program's
optimization method was used to improve the
results in Dataset 2. With the error rate of the
majority of algorithms drastically decreased, these
tables show a notable improvement in prediction
accuracy. In terms of the cutoff frequency (fc at -
3.00 dB), the optimized value obtained from ADS
was 3.600 GHz. The SVM algorithm provided the
closest estimation at 3.792 GHz, which
demonstrates its ability to predict this critical
parameter with high accuracy after optimization.
The ANN-based models (Models 1, 2, and 3) also
produced very close estimates of 3.613, 3.601,
and 3.595 GHz, respectively, further confirming
the models' capacity to adapt and align with
optimized data.

The DT and LR models predicted 3.474
and 3.792 GHz, respectively, showing slightly
more deviation, especially for LR, which tends to
overestimate. As for the error rates and training
time, although the training period was lengthy at
267.7 seconds, the ANN algorithm with model 1
achieved the Ilowest error rate of 0.17%,
indicating good accuracy. With a training time of
13.41 seconds and an error rate of 0.211%, the
SVM algorithm demonstrated a reasonable
compromise between speed and precision. While
the LR and DT algorithms had the lowest training
time, they had the highest error rates, which were

2.04 and 2.63, respectively, which gives the
impression of an unreliable inability to deduce
predictions close to the required values.

These findings demonstrate  how
optimization techniques in ADS can greatly
improve the model accuracy and stress the
significance of striking a balance between
accuracy and training time when selecting the best
ML algorithm.

Frequency Response of Multiple S21s
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— 21 opt 3.6
$21.0pt 3.6 DT

— 21 0pt 36 1R

— 521 opt 3.6 SVM

S21 (dB)

00 25 50 15 100 2s 150 s 00
Frequency (GHZ)

Fig. 7 The response of S21 for optimization and
prediction values of all ML algorithms at dataset
2 and f¢=3.600 GHZ
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— sl1 opt 3.6
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~— s11 opt 3.6 SVM
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Fig. 8 The response of S11 for optimization and

prediction values of all ML algorithms at dataset
2 and fc=3.600 GHz
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Frequency Response of Multiple S21s
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Fig. 9 The response of S21 for optimization and
prediction values of ANN models at dataset 2 and
fc=3.600 GHZ
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Fig. 10 The response of S11 for optimization and
prediction values of ANN models at dataset 2 and
f¢=3.600 GHZ

Figures 7,8,9, and 10 show the response
of S21 and S11 parameters of a filter after
optimizing the length and width dimensions at
data set 2 using ADS software. Figures 5 and 7
show the response of S21 of the filter using
different techniques (such as SVM and ANN),
showing better performance improvement around
the center frequency of 3.6 GHz. Figures 6 and 8
reflect the response of S11, showing good
agreement and achieving loss reduction at the
center frequency. The results show that choosing
the appropriate ML algorithm, such as ANN or
SVM, significantly improves the performance,
which is consistent with the results of Tables 5
and 6, which show a significant improvement in
S11 and S21 values after applying the
optimization. While Figures 8 and 9 indeed shows
convergence in S-parameters results, the training
time and prediction error vary notably between

the models as shown in Table 8. For instance,
although the ANN and SVM show similar S-
parameters values, the computational cost of
achieving that accuracy differs significantly,
which can influence the model choice in real-
world applications.

5.1 Algorithm Improvement Rates and
Optimal Selection Conditions

The improvement rates for each
algorithm were calculated based on the accuracy
of their predictions and training times, as
summarized in Table 8 below:

Table 8: Algorithm Improvement Rates

Averag | Averag | Trainin | Trainin
Algorith eError | eError | gTime | gTime
m at at at at
datasetl | dataset2 | datasetl | dataset2

DT 2.63% | 2.04% | 0.004 0.009

LR 2.02% | 2.63% | 0.024 0.015

SVM 0.71% | 0.21% | 11.79 13.41

Model1 | 0.86% | 0.17% | 273.63 | 267.7

Model 2 | 1.02% | 0.77% 9.06 8.49

Model 3 | 1.71% | 1.35% | 10.53 10.46

From Table 8, it is clear that the ANN
(Model 1) provided the highest accuracy with an
average error as low as 0.17%, but at the cost of
significantly longer training times. In contrast,
SVM also achieved high accuracy (0.21% error)
with a more balanced training time, making it
suitable for many practical applications. The DT
and LR algorithms had the lowest training time,
but with less accuracy making it advantageous for
rapid prototyping and simpler designs, though it
sacrifices accuracy. This detailed analysis
provides the necessary guidance for researchers to
select the most appropriate algorithm based on
their specific design requirements.

6. CONCLUSION

In this paper, several ML methods were
used to design (LPF) with a cutoff frequency of
3.6 GHz. A variety of ML methods were
employed, including SVM, LR, ANN, and DT.
The ADS software was used to simulate the
designed filter, exploiting the optimization feature
of the ADS software to optimize the dimensions
of the filter circuit elements. A dataset used for
training and calculations was used to replicate the
suggested filter separately. ML algorithms can
greatly enhance the design's validity, according to
the simulation results. Time and effort savings,
improved accuracy, and smaller microstrip lines
are all benefits. This study focused on applying
and evaluating established machine learning (ML)
algorithms to optimize the design of microwave
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low-pass filters, rather than developing new ML
techniques. The key contribution lies in
combining simulation-generated data with ML-
driven predictive modeling to streamline the filter
design process within a practical framework using
ADS and an FR4 substrate. Although the ML
methods used are well-known, their application to
this specific 5G-relevant design problem offers
valuable insights and demonstrates a practical
approach to improving design efficiency and
accuracy. Finally, at this stage, the filter design
could not be fabricated due to limited access to
specialized fabrication facilities capable of
handling the sub-millimeter scale dimensions of
the proposed layout. The filter’s miniaturized
structure, designed for operation at 3.6 GHz using
an FR4 substrate, involves very fine transmission
line widths and spacings, which exceed the
resolution of most standard PCB manufacturing
services currently available to us.
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