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Abstract 

 Differential equations are an essential tool in the mathematical modeling of many 

physical, engineering, and economic phenomena, describing the relationships 

between variables and their rates of change. In many cases, finding an analytical 

(exact) solution to these equations is difficult or impossible, especially when they 

are nonlinear or complex in form. This is where numerical solutions become 

important, allowing for approximation using structured computational methods. 

These methods are characterized by their simplicity and feasibility using 

programming or tables, and they allow for increasing accuracy as the calculation 

step decreases. Thus, numerical methods are an essential tool in the modern era for 

understanding and simulating phenomena that are difficult to express with explicit 

mathematical solutions. Numerical methods rely on dividing the domain into small 

steps and then using mathematical rules to estimate the values of the function at 

these points, providing an effective means of dealing with equations that are 

difficult to solve using traditional methods. The most prominent of these methods 

are: Euler's method, the improved method (Heun), and the Runge-Kutta method. In 

this research, we used Euler's method, which represents the simplest and oldest 

numerical method for solving initial value problems. Then, we will use the 

modified Euler method, which is one of the prediction and correction methods. 

Finally, we will discuss the Runge-Kutta algorithms for finding the solution. 

Keywords: differential equations, Euler's method, Taylor's method, improved 

Euler's method, Range-Kutta method. 
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 انمستخهص:

تعُذ انًعادلاخ انتفاضهُح أداج أعاعُح فٍ انًُزجح انشَاضُح نهعذَذ يٍ انظىاهش انفُضَائُح وانهُذعُح   

والالتصادَح، حُث تصف انعلالاخ تٍُ انًتغُشاخ ويعذلاخ تغُشها. وفٍ كثُش يٍ انحالاخ، َكىٌ يٍ 

ىٌ غُش خطُح أو يعمذج انصعة أو انًغتحُم إَجاد حم تحهُهٍ )دلُك( نهزِ انًعادلاخ، خاصحً عُذيا تك

تًُض هزِ  .انتٍ تتُح تمشَة انحهىل تاعتخذاو أعانُة حغاتُح يُظًح انحهىل انعذدَحانشكم. وهُا تظهش أهًُح 

انطشق تثغاطتها ولاتهُتها نهتُفُز تاعتخذاو انثشيجح أو انجذاول، كًا أَها تتُح دلح يتضاَذج كهًا صغشخ خطىج 

ح أداج ضشوسَح فٍ انعصش انحذَث نفهى ويحاكاج انظىاهش انتٍ َصعة انحغاب. وتزنك، تعُذ انطشق انعذدَ

إنً خطىاخ صغُشج، ويٍ ثى  تمغُى انًجالتعتًذ انطشق انعذدَح عهً  .انتعثُش عُها تحهىل سَاضُح صشَحح

اعتخذاو لىاعذ سَاضُح نتمذَش لُى انذانح فٍ هزِ انُماط، يًا َىفش وعُهح فعانح نهتعايم يع انًعادلاخ انتٍ 

، وطشَمح (Heun) طشَمح أوَهش، وانطشَمح انًحغُح :َصعة حهها تانطشق انتمهُذَح. ويٍ أتشص هزِ انطشق

ح اوَهش انتٍ تًثم اتغط والذو انطشق انعذدَح نحم يغائم انمُى طشَم كىتا، فٍ هزا انثحث اعتخذيُا-ساَج

الاتتذائُح ثى تعذ رنك عُغتخذو طشَمح اوَهش انًعذنح وهٍ يٍ طشق انتُثؤ وانتصحُح  واخُشا عُتطشق انً 

 كىتا لاَجاد انحم. -خىاسصيُاخ ساَج

 انًحغُح، طشَمح ساَج كىتا.طشَمح اوَهش، طشَمح اوَهش  : انًعادنح انتفاضهُح،انكهماث انمفتاحيت 

Introduction: 

  It can be said without exaggeration that differential equations occupy a prominent 

position in all branches of engineering and physics, as most of the relationships and 

laws governing the variables of a physical or engineering problem appear in the 

form of differential equations. To understand this problem, it is necessary to solve 

these differential equations or at least know many of the properties of this solution. 

This is not always an easy matter, but rather many differential equations are 

unsolvable, so numerical methods are an ideal solution for most differential 

equations. Numerical methods and their multiple types pose a difficulty in how to 

solve and how to differentiate between their different types, as well as the difficulty 

of applying them in various fields of physics, chemistry, and others. Due to the 

difficulty of these fields themselves, because it is not an easy matter, there are no 

general mathematical methods for solving differential equations, and there are 

some methods that can be generalized to a special group of differential equations. 

Even numerical methods and the method of finite elements are not general methods 

for solving all differential equations in all multi-branch and comprehensive 

sciences. Therefore, the application of fields and differential equations since the 

time of Newton has been used in understanding the physical, engineering, 

chemical, and biological sciences, in addition to its contribution to the study of 

mathematical analysis. Its uses have extended to the economic and social sciences, 

and differential equations have developed and their importance has increased in all 

fields of science and their applications.[6] 
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 Research problem: 

Numerical methods and their multiple types pose a difficulty in how to solve and 

how to differentiate between their different types, as well as the difficulty of 

applying them in various fields of physics, chemistry, and others. Due to the 

difficulty of these fields themselves, because it is not an easy matter, there are no 

general mathematical methods for solving differential equations, and there are 

some methods that can be generalized to a special group of differential equations. 

Even numerical methods and the method of finite elements are not general methods 

for solving all differential equations in all multi-branch and comprehensive 

sciences. Therefore, the application of fields and differential equations since the 

time of Newton has been used in understanding the physical, engineering, 

chemical, and biological sciences, in addition to its contribution to the study of 

mathematical analysis. Its uses have extended to the economic and social sciences, 

and differential equations have developed and their importance has increased in all 

fields of science and their applications. 

Objective of the research 

  Identify numerical methods for solving differential equations and expand their 

study to solve more difficult problems for numerical methods. 

Search terms: 

The equation: 

 It is a mathematical expression composed of mathematical symbols that states the 

equality of two mathematical expressions. This equality is expressed by the equal 

sign [1]  .  It is the similarity of any mathematical expression equal to another 

mathematical expression. When you write the equation, we will have an expression 

on the left side and another expression on the right side, such that there is an equal 

sign between them because the two expressions must be equal to each other. [2] 

Differential equations: 

 It is a relationship that links one or more independent variables and the function 

being researched that is dependent on these variables which are assumed to be real 

variables as is the function. are a relationship that combines one or more functions 

and derivatives. They can also be defined as equations in which the variable is a 

function. In most applications, the function is a physical quantity. They are divided 

into two sections: ordinary and partial equations, and linear and nonlinear 

equations. Differential equations of the first order are considered to contain only 

first derivatives. [3][5] 
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Previous Studies: 

1-   Dr. Zainab Ali and Ms. Samia Rajab (2016)The two researchers presented a 

study of some numerical algorithms for solving a system of ordinary differential 

equations. They studied Taylor's method, which relies on Taylor's series. This 

method is not numerical in the absolute and explicit sense, but it is considered the 

cornerstone of other numerical methods. It is an accurate method but impractical 

due to its need for higher-order derivatives, which may be difficult to find for some 

functions with complex algebraic structures. The researchers also presented Euler's 

method, which is considered the oldest and simplest numerical method for solving 

initial value problems, and the modified Euler's method, which is a prediction and 

correction method because the calculated value is corrected using one of the 

previous methods. They also generalized the Runge-Kutta algorithms for solving 

an initial value problem [7]. 

 

2-  (Jawad Kazem Al-Zarkani) (2015), In his book, he presented some basic 

definitions and concepts, such as the classification of differential equations in terms 

of order and degree, the concept of a general solution and anomalous solutions to 

differential equations. He also presented methods for solving first-order differential 

equations, such as the chapter The Complete Differential Equation, Solving the 

Homogeneous First-Order Differential Equation, Variables Bernoulli's Equation, 

Solving Incomplete Equations Using the Integrator 

 

Before beginning to find a solution to any elementary problem, one must ensure 

that the problem is a variable, which means that  ( )      is stable. An exact 

solution to a Cauchy problem means obtaining a function that satisfies the ordinary 

differential equation of the order show     in Figure [3]. 

  (  )       (  )        
(   )(  )    (   )     ( ) 

It also fulfills the initial conditions. 

 (  )        (  )          
(   )(  )   

(   )(  )    
(   )  ( ) 

However, we focus our attention on finding numerical solutions to the first-order 

variation of the Cauchy elementary problem. 

 ( )   (   )   (  )         ,   -     ( ) 

Where the function f(t,y) is defined and continuous on the rectangle. 

*              + 
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Taylor method: [8] 

This method is based on the Taylor series, which is not a numerical method in the 

strict and explicit sense. The idea of this method is to use the function 

expansion ( ) and about   We don't know but we knowIts derivatives from the 

initial value problem(1) The remaining derivatives are found at   and you write 

 ( ) As follows 

 

 ( )   ( )    ( )  
 

 
 ( )    

 

 
 ( )( ) 

Where       It can be written in general terms. 

 (    )   (  )    (  )  
 

 
 (  )    

 

 
 ( )(  ) 

Where           

Here the method is called the Taylor series of order( ) 
Taylor's method for solving the system(1) Like Taylor's method for solving a 

single differential equation, This is done by changing the two functions   
 ( )    ( ) by knowing the first derivative For both functions, where: 
  

  
  (     )             

  

  
  (     )                                    

  ( )     (     )  
(    ) 

 
    

  ( )     (     )  
(    ) 

 
     

and if then put         then the two series above take the following form: 

 ( )        
 

 
    

 ( )        
 

 
    

Which are considered a solution to the system (1). 

 

Example (1) 

Using Taylor's method to solve the system 
  

  
            , x(0)=0 

       
  

  
                        ( )    

Step length         On the period, Compared to the actual solution 

 

 ( )  
 

 
         ,   ( )        

 

 
   



 

1125 
 

Euler's method:[4][9] 

 

 It is the simplest numerical method for solving the initial value (1) problem and is 

also called the tangent method. It is given by the formula: (        ) and it is 

linear in (   )  and the solution of the system(1) using Euler’s method: 

            is as follows:            

 

This method depends on giving the constant h as small as possible so that the terms 

of the Taylor series can be eliminated. Starting from the term containing x of the 

Taylor series for the point      , which is defined as follows:[3] 

 (   )   ( )    ( )      

By deleting the terms, considering it from the term ℎ, n,y, we get (2) 

 (   )   ( )    ( (  ( )    (   )  

We start from the point (     ) and by applying the above relationship we get that 

 

    (    )   (  )    (  ) 
  

    (     )   (  )     (  ) 
 

            (     )                              

That is, the general formula of Euler's law is: 

 

            (      ) 
When                                       

 

Example (2): 

Find the approximate solution to the differential equation           where 

     , Take         in the interval [1, 0]. Solution: Using the law (1) and the 

condition (y = 0) it results in      ,      . Substituting into the law we find 

(       )                                                         

              (      )        
         (     )       (     )      

             (       )             (         )         
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         (     )           (         )        

         (     )          (         )        

 

n               (       ) 

0 0 0 

1 0.2 0.04 

2 0.4 0.128 

3 0.6 0.275 

4 0.8 0.489 

5 1 1.747 

 

Example (3): 

Find the approximate solution to the initial condition problem 

     and  ( )                        , then compare it to the correct 

solution            (by comparison we mean finding the error committed and it 

represents the absolute value of the difference between the correct solution and the 

approximate solution) 

              

 

the solution: 

               ,            
   

 
 

  (       )                

                  (           )  

             (            )         (         )      

             (          )        (            )        

Thus you get the approximate values shown in the table below. 
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n Xn Yn + 1 =Yn + 0.2 (x + yn) 

0 0 1 

1 0.1 1.101 

2 0.2 1.029 

3 0.3 1.016100 

4 0.4 1.90490 

5 0.5 1.1311441 

6 0.6 1.78297 

7 0.7 1.230467 

8 0.8 1.287420 

9 0.9 1.348578 

 

To compare the approximate solution with the correct solution 

                
(   ) 

               
          

              
                     

              
                      

              
                     

And thus you get the rest of the correct values. 
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  Improved Euler's method  (10)    

Let the required solution be the differential equation. 

 

   (   )        ( ) 
In the closed period ,      - whereas the initial condition 

 

 (  )            ( ) 
 

 Where  ( ) it is the original function for (x) and from it we find 

  (   )      (  )   ∫   (    ( ))        ( )
  

  
     

 

 

 Now we can use numerical integration methods to approximate the definite 

integral on the right-hand side. from step (3) using the trapezoidal method of the 

relationship          we find  

 

 (  )   (  )  
 

 
, (    (  )   (    (  )- 

n           
 
                 

0 1 1 0.0000 

1 1.01 1.04837 0.03837 

2 1.029 1.0487 0.02176 

3 1.01610 1.04081 0.02471 

4 1.90490 1.07032 0.16542 

5 1.13144 1.0653 0.06613 

6 1.7829 1.1488 0.63415 
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 From this relationship we find that   (  ) It has been calculated in terms of itself, 

so there is an approximate value for it. according to some method.  Let it be Euler's 

method and we will symbolize it as     the value is 

on the left side.         , which you replace again on the side and you get 

y4 thus we have 

        
 

 
, (    (  )   (      (    )-               ( )         

                    

                    (     )                      ( )  

Now for each step we use Euler's method to predict the initial value of the solution 

and then use the equation ( 4)  and repeat the process. 

 

Exsample (4): 

Find the solution of the differential equation 

   
   

 
             ( )                     

according to the improved Euler method 

sol:  

 (     )  
     
 

      

First, we apply Euler's method and find 

        ((     )        (   )         

 (     
( ))  

     
 

 
          

 
         

and so we get 

  
( )=    

 

 
 [ (     )   (     

( ))] 

=1+
    

 
 ,           -           

By repeating the process again, we get the following: 
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 (     
( ))  

     
 

 
             

 
            

  
( )     

 

 
[ (     )   (     

( ))] 

               =1+
    

 
 ,             -           

** The second method: Fourth-order Range-Kutta method 

Euler's method is not used practically because it requires a small valuable step h, 

As for The Ring-Konna method is considered one of the most important methods 

used to find an approximate solution to differential equations. It enables us to 

obtain high accuracy while avoiding the need to derivate the function(x), It 

depends on Function substitution f(x,y) At selected points equations of the fourth 

order Ringe-Konna method It is known as follows: 

        
 

 
(         )      ( ) 

Whereas 

     (     ) 

     (   
 

 
    

 

 
  ) 

     (   
 

 
    

 

 
  ) 

     (           ) 

 

Example (5): 

Using the method R.K.4, find the approximate solution to the initial condition 

problem, 

                                    ( )    

Sol: 

The Range-Kutta equations can be written as follows: 



 

1131 
 

        
 

 
(             )      ( ) 

By applying Range KUNA equations, we get: 

 (   )          

    (      ) 

    (            ) 

    (              ) 

    (            ) 

            

    .  
 

 
     

 

 
/=
 

 
.
 

 
  /    .  

 

 
/     

      =(1-
 

 
) .  

 

 
/ (      )    

All        n=0,1,2,….,9 

Such as n=0 

    -         

   (                    

          (     )            

                     

To compensate the values by the equation (*) we get 

      (             ) 

(        (       )            )                          

 

This is how you can get the values and the table below. It represents some 

calculated values. Try to find the rest of the values 
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0 1.00000 

0.1 1.0048375000 

0.2 1.187309014 

0.3 ……… 

0.4 ……… 

 

Example (6): 

The correct solution to the differential equation  

     
 

 
            ⁄          

                                                           

 ( )    and take                                   

                                                            

 

Sol: 

Applying the Range-Kutta equations where 

 (   )     
 

 
  

We get 

     (     )   (   )       

     (   
 

 
    

 

 
      (         )          

     (   
 

 
    

 

 
      (             )            
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     (                (              )            

Substituting these values into the Runge-Coat equation 

        (             ) 

     (                       ) 

And the correct solution        ⁄         We find the correct value of the 

point by substituting the value of      

She  (   )                That is, the accuracy reaches eight significant 

figures by taking  h=0.1 By comparing the value of no resulting from the correct 

solution with the value of no resulting from the numerical solution with an increase 

in the value of  h  We will find that the error value increases, as shown in the table 

below. 

 قيمت ل بطريقت رنج كونا قيمت لا من انحم انصحيح hانفترة انمختارة 

H=0.1 Z(0.1)=1.06665242486 Y(0.1)= 1.06652421856 

H=0.2 Z(0.2)=1.16722193718 Y(0.2(=1.1672208333 

H=0.3 Z(0.3)=1.47823585939 Y(0.4)=1.4782 

 

Example (7): 

Use the fourth order Ringe -Konna method to solve the differential equation. 

   
(   )

 
  

At the period [0,3] Initial condition (0) =1 and he resides h=1 , Then compare the 

result with the correct solution.  

       ⁄        

Sol. 

Applying the Range-Kutta equations 

        
 

 
(      +2     ) 
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    (     ) 

    (          ) 

    (        ) 

    (         ) 

 We get 

   
       

 
      

   
      (      (   )(    ))

 
          

   
      (      (   )(        ))

 
            

      
    

 
(             ) 

              (      (        )   (          )           )
           

Thus, you get the rest of the values, and the table below shows the calculated 

values: 

xn 

 Yn+1 Zn+1 

 h=1 h  h  h  

0 1.0 1.0 1.0 1.0 1.0 

1.125    0.9432392 0.9432392 

0.25   0.8974915 0.8974908 0.8974917 

0.375    0.8620874 0.8320874 

0.50   0.83644037 0.8364024 0.8364023 
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0.75  0.8364258 0.8118696 0.8118679 0.8118678 

1.00 0.8203125  0.8195940 0.8195921 0.8195920 

1.50  1.9171423 0.9171021 0.9170998 0.9170997 

2.00 1.1045125 1.1036826 1.1036408 1.1036385 0.1036383 

2.50  1.3595575 1.3955168 1.3595145 1.3595144 

3.00 1.6701860 1,6694308 1.6693928 1.6693906 1.6693905 

 

By integrating the equation  (   ) Using the Smithson method of  

                                   

∫  ( )    ∫  (   )   
    

    

 
    

    

     ( ) 

 ( (    ) (    )  
 

 
, (         )     

(     )   (         )           ( ) 

Assuming 

Then                 ,         (    ) 

 the equation (2) becomes 

          
 

 
,  (     )   (         )    (         ) ( )  

To find value      

          
  

 
,  (   )   (        )    (        ) ( )  
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The two equations (3), (4) They are way of Milne and it is clear that the method of 

knowing four values  (   )  (   )  (   )    Therefore, And so the way of 

Milne that you do not need to use before to get it values (y) (Oppler for example). 

That is why we find an uncommon method, although it gives good results. [7] 

 

Results  

1- Numerical methods are a science concerned with deriving and analyzing 

methods for finding numerical solutions to mathematical problems that are difficult 

to solve using analytical algebraic methods. In some problems, we cannot obtain an 

exact solution using conventional analytical methods and theories. In such 

problems, we resort to searching for algorithms, i.e., specific-step methods, to 

obtain numerical solutions that approximate exact solutions based on the given 

data. 

2- The fourth-order Range-Kutta method is an uncommon method but gives good 

results. 

3- The important flaws in Euler's method are that, while it's easy to see, the error is 

very large. The error tends to accumulate the further we move away from the point, 

the greater the discrepancy between the approach and the truth. This can be 

explained by the principle Euler used as the basis for his method: line segments 

that are parallel to the graph of a function are tangent to the points. This fact, 

incidentally, can be clearly seen from the figure. 

Conclusions: 

From the previous study of the subject of numerical methods for solving ordinary 

differential equations, a set of conclusions was reached. 

1-  Ordinary differential equations are of great importance in many fields in 

various sciences (physics, chemistry, engineering). 

2- Numerical solutions of differential equations are resorted to when a closed-

form expression cannot be found. 

3- There are several numerical methods for solving ordinary differential 

equations, such as the Euler method, the Runge-Kutta method, and others. 

4- A numerical solution represents an approximate solution to the differential 

equation, as it contains a margin of error. 

5- A numerical solution represents an approximate solution to the differential 

equation, as it contains a margin of error. 

Suggestions: 
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1- The student should have a clear idea of ordinary differential equations and 

partial differential equations. 

2- The student must have prior knowledge of the rules of integration and the laws 

of derivation  

3- Care and focus when choosing numerical methods when solving ordinary 

differential equations. 

4- Continuous practice in solving ordinary differential equations using numerical 

methods raises the student's level in this field. 
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