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ABSTRACT  

Climate change requires innovative solutions to improve traffic management and safety in 

transportation systems. This paper tries to expand on the complex relationship between weather, 

traffic, climate, and an integrated approach to traffic data. In the round, the general aim is to 

come up with the entire understanding of the relationship between weather and traffic, 

analyzing the way weather interacts with traffic and the way that traffic interacts with weather. 

It attempts to consider climate change through the consideration of the variables of extreme 

temperatures and precipitation, among others. It also looks into the work of traffic forecasting 

in the traffic models by highlighting the emissions and environmental impacts on environment-

related accidents, the impacts of transportation systems on the nature of all living organisms, 

and a detailed table that aids in the clear comparison of different methods with the literature 

reviewed to understand the details of the interactions of the complex elements. That includes 

the elements of importance, such as the data sources, methods, and the advantages, along with 

some of the shortcomings or limitations that were found in them. Finally, it explains the 

challenges that the researchers had to face. The main findings from our study also suggest that 

the traffic forecasting patterns by deep learning models may contribute to 15% improvement 

over the traditional statistical method. In addition, the significant impact of extreme weather 

events on traffic flow was found; for instance, heavy precipitation events can lead to a 30% 

decrease in speed and increased accident rates up to 20%. Climate variability integrated into 

traffic models increases the prediction of long-term traffic trends by 12%, justifying the 

significance of the influence of climate factors in traffic management systems. 
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1. INTRODUCTION 

In the recent past, the intersection of deep learning methods and transport technologies has 

provided new insights on how to build traffic in a discussion under multiple environmental 

conditions. Climate change, including irregular weather conditions and extreme and exposed 

events, poses great challenges to traffic management and safety (Lincoln et al.,2021). 

Understanding how this weather affects traffic is important to reduce road accidents and to 

improve the overall traffic flow (Dominika et al.,2020). Road traffic crashes are a major issue 

worldwide, and they cause injuries, deaths, and economic losses. However, many accidents can 

be prevented through proactive and effective safety measures. The key to accident avoidance is 

driver alertness and education. Through the promotion of defensive driving skills and the 

importance of the correct driving, drivers are wholly able to reduce the risk of a collision and 

other road incidents (Dongyang et al.,2023). On the other hand, advanced technologies, such as 

vehicle-to-vehicle communication and intelligent transport systems, can enhance the situational 

awareness of drivers and thus rapidly detect any potential hazards. Such systems will keep 

drivers informed of potential hazards to be able to take preventive action in case they can change 

a particular situation. On the other hand, doing maintenance of roads regularly, which involves 

repairing and maintaining roads, signs, and traffic signals, can prevent road traffic accidents. 

Besides, traffic calming measures, including speed limits and detours, may be introduced in 

places where there is a high amount of risk for accidents, to minimize the chance of an accident 

occurring (Li et al., 2019). In this regard, the deep learning technique, along with the 

precondition of safety for traffic prediction, is implementable to maximize the safety on roads 

and minimize the accidents, especially in changing weather. A proper system of transportation 

will be developed. This paper is a current exposition towards presenting a comprehensive 

review of deep learning approaches for traffic forecasting under the influence of climate change. 

Due to this large traffic data set, chances are given to the researchers to develop more accurate 

models of traffic prediction under various weather conditions with advanced deep learning 

algorithms. Such models provide not only emergency traffic control but also accident zones 

prevention. They also help in improving road safety using implemented systems (Zheng et 

al.,2020). The next section will be examining the existing techniques applied for performance 

prediction, the impact of weather on the traffic, and vice versa. As found in the literature, 

previous research can be divided into three significant groups: 

1.1. Climate Variability and Their Impacts 

In this particular section, we will be involved in the intellectual discussion about the previously 
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written papers that exclusively employed climate datasets in conjunction with a variety of 

methodologies: 

The two studies use different statistical approaches to assess the vulnerability of urban transport 

systems to climate change and extreme events. Provides useful insights into the effects of 

climate change and flooding on urban transportation systems, emphasizing the importance of 

understanding how climate affects transportation planning and operation. 

Event et al. (2020) made a study to measure the effect of pluvial flooding and climate change 

on traffic flows—in Barcelona and Bristol. The study results, based on 1D and 2D 

hydrodynamic models for flood simulation scenarios and using traffic models for the evaluation 

of traffic flow disruptions, indicate high variability in traffic speed reduction (10-40%) and 

increased travel times (up to 50%) in highly disruptive flood events. The volume of the total 

number of the economic costs or damages ranged from a few 100 000 to some million Euros. 

Future climate projections show a significant enhancement in both flood frequency and 

intensity by 2080, worsening the associated traffic impacts if without implementing adaptation 

measures. 

Vajjarapu et al. (2020) conducted a study on climate change adaptation strategies in urban 

transport in India. They proposed the IRR-EVAL—an Integrated Risk Resilience Assessment 

Framework—to evaluate climate change adaptation strategies in urban transport. Such an 

approach should be risk-based in the analysis of the risks of the projects, including derived 

vulnerabilities and inherent vulnerabilities and capabilities in any system, to ensure a wider and 

amplified understanding of the urban transport system's resilience to climate change. Findings 

showed an improved resilience score of 0.5 to 0.7, which translates into a significant 

enhancement in the ability of an improved system to undertake climate-related disruptions. 

The deep learning models with regression algorithms for climate change risk assessment used 

in two papers contribute to the growing body of knowledge on the application of machine 

learning to climate change research and demonstrate the potential of machine learning 

approaches for complex environments. 

Zennaro et al (2021). Looked into how machine learning could be used to assess the risk of 

climate change. They tested models that used Decision Tree, Random Forest, and Artificial 

Neural Network algorithms along with Absolute Error (MAE), Root Mean Square (RMSE), 

and the function r2 to measure how well the models worked. Achieved accuracy rates of 

approximately 85% to 95%. 

Sharaf et al (2021) developed a model for urban traffic forecasting using fuzzy logic, long-term 

and short-term memory (LSTM), and decision trees (DTs). LSTM Models: Achieved a 
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prediction accuracy of around 92%, which is higher than other models used in the study. . 

LSTM model Formula:                                                                                                                            

  

(1) 

 

 

Where: ft (forget gate activation vector), 𝑖𝑡it (input gate activation vector), 𝑜𝑡(output gate 

activation vector), 𝑐𝑡 (cell state vector at time 𝑡), ℎ𝑡 (hidden state vector at time 𝑡t), 𝜎𝑔 (sigmoid 

activation function), 𝜎c (tanh activation function for cell state), 𝜎ℎ (tanh activation function for 

hidden state), 𝑊𝑓,𝑊𝑖,,Wo (weight matrices for forget, input, and output gates applied to input 

𝑥𝑡), 𝑈𝑓,𝑈𝑖,Uo (weight matrices for forget, input, and output gates applied to previous hidden 

state ℎ𝑡−1), 𝑏𝑓,𝑏𝑖,𝑏𝑜 (bias vectors for forget, input, and output gates), 𝑊𝑐Wc (weight matrix 

for candidate cell state applied to input 𝑥𝑡), 𝑈𝑐 (weight matrix for candidate cell state applied 

to previous hidden state ℎ𝑡−1), 𝑏𝑐 (bias vector for candidate cell state), and ⊙⊙ (element-wise 

multiplication). 

Both authors used deep learning methods to predict road traffic, where weather was an 

important factor. Ensuring accurate forecasting and modeling efficiency.  

 Minzi et al.,(2022), used ARIMA and long and short-term memory (LSTM) models in a study 

of modeling highway traffic flow and weather forecasting. The empirical experiment compared 

the performance of these two models on the basis of reducing the error rates. The reduction of 

the error rate was captured when the reduction of the error using the LSTM model ranged 

between 84% and 87% compared to ARIMA. This points to the superiority of the LSTM model 

for forecasting purposes in the case of time series. The below is the formula for the traffic flow. 

(2) 

 

 

Where: 𝑦 is the traffic flow and 𝑥1, 𝑥2,…,𝑥𝑛 are the meteorological variables.     

Braze et al., (2022), have researched many approaches for forecasting road traffic with 

reference to weather data. The authors have applied long-term and short-term memory (LSTM), 

autoregressive LSTM, and convolutional neural network (CNN) models. In case of models 

trained for traffic flow forecasts, the findings are—weather conditions proved important to 

make the forecast accurate; the CNN model served with low forecast error values, and its 

cheapness for building a model is used very well. These findings are essential in modern traffic 

management and planning since in case of the precise traffic forecast, traffic jams will be 
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reduced, safety ensured, and transportation system development will be increased. Studies have 

shown a 13% to 15% mean absolute error (MAE). Finally, this paper used the central formula 

for LSTM that was identified by formula 2. Below is the formula for the CNN model:  

    (3) 

 

Where: 𝑦 is the output prediction and 𝑥 is the input data.  

Generally, the research shows that effective prediction of road traffic, where weather is a factor, 

is possible through deep learning techniques, with a valuable revelation for researchers and 

professionals in the transportation and automobile industries for road management.  

Geospatial techniques used by Kamel Boulos et al., (2023) focus on approaches that are 

important geographically regarding climate change and well-being. The information is a great 

source for any scientist or policymakers working on climate change. Kamel presents a general 

overview of how geographical data are the mainstay, methods, and tools for measuring, 

analyzing, and modeling climate change. The study presents the importance of accurately 

analyzing and estimating geographical methods, communicating confidence, future 

developments, climate, and quality structural changes and mitigation programs.  

Algorithm 1: Geospatial climate health analysis 

1.2. Traffic Patterns  

In this section, we describe critically the studies already published which have traffic datasets 

in isolation and also multiple approaches involved for prediction of patterns of traffic and its 

impacts: These studies give insights into prediction of traffic using deep learning with 

regression algorithms. According to Snyder, et al (2019), 'streets' dataset is new traffic flow 

dataset with more than 4 million still images taken over a period of 2.5 months from a webcam 
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in the publicly owned webcams located in the suburbs of Chicago, IL. The aim of this dataset 

is to provide consistent traffic grid graph. This paper showed results of 92% accuracy, 2.1 of 

MAE, 2.8 of RMSE, and 0.87 R² for Random Forest Regression (RFR), whereas Support Vector 

Regression (SVR) showed results of 90% accuracy, 2.3 of MAE, 3.0 of RMSE, and 0.85 R². 

Ruizhe et al. (2022) delve into multi-linear regression long short-term memory MLR-LSTM 

neural networks to forecast traffic and the communication between cameras. The connections, 

and their consequent graph-based traffic forecasting structure that Snyder's work under-utilizes, 

are deliberative in nature. This paper, therefore, presents the holistic procedure for traffic 

forecasting based on an MLR-LSTM neural network: 'Multi-segment Traffic Flow Forecasting'. 

Ruiz brings out data pre-processing, model building, and defining the loss function to get traffic 

flow forecasting. This has brought about the model having high accuracy with MAE around 

2.85, RMS of 3.50, and MAPE of 4.30% in this study. These results have been found much-

improved compared to existing models. These make this 'streets' data set and the MLR-LSTM 

neural network highly valuable resources for the work of researching and practicing on traffic 

time series forecasting under deep learning and regression methods.                                                                                           

Aditya et al. (2023) deal with the integration of many deep learning models to get optimum 

results toward traffic forecasting using an appropriate data pre-processing and pattern 

optimization technique, laying more emphasis on linear and supporting vector regression.  The 

generic formula for the below Linear regression mode1:                                               

      (4) 

 

Where Yi as the dependent variable, 𝛽0 as the intercept, 𝛽1 as the slope, and 𝑋𝑖as the 

independent variable. 

Nagesh et al. (2023) mention more studies related to deep models, such as decision trees, 

artificial neural networks, nearest-neighbor algorithms, and using support vector regression 

(SVR) models for enhancing accuracy with the prediction of traffic in autonomous vehicles. 

These models have been shown to achieve Mean Absolute Errors (MAE) ranging from 1.75 to 

2.85, Root Mean Squared Errors (RMSE) between 2.10 and 3.50, and Mean Absolute 

Percentage Errors (MAPE) from 3.5% to 4.3% in different studies, indicating significant 

advancements over traditional methods.  

The two are review or survey papers that talk about the applicability and relative performance 

of various deep learning techniques with regression to traffic prediction. 

Deep learning models are advanced approaches used by:    

Zhou et al. (2022) proposed a FASTNN method for predicting traffic stops within short- and 
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long-term spatiotemporal scenarios. A deep learning algorithm was applied to model 

spatiotemporal collections in the described system. It can be seen that the internal connectivity 

and redundancy with regard to spatiotemporal resources has been measured. It shows an 

effective framework of FASTNN for traffic forecasting that captures the complex spatial and 

temporal patterns of traffic data. In this sense, the FASTNN model realized the performance 

better than various baseline models in flow prediction; to be specific, in the TaxiBJ data, it 

achieved a MAE of 16.4 and an RMSE of 26.2, whereas in the BikeNYC test data, it obtained 

a MAE of 2.7 and an RMSE of 4.5. 

E et al. (2023) used Traffic-Originated Graph Neural Networks for identifying traffic patterns. 

The wide attraction of GNNs into many fields is their ability to effectively model complex 

relationships concerning traffic patterns. The MAE, RMSE, and R² values of the proposed 

model are quite better than those of the SVM and ARIMA models: MAE = 12.5, RMSE = 20.3, 

R² = 0.87. In the GNN framework, accuracy and computational efficiency are superior to the 

SVM and ARIMA models. 

 These would, together, exemplify the flexibility and efficiency of deep learning and graph- 

based modeling in face of the challenges presented by dynamic traffic data. 

A framework for analyzing and predicting traffic conditions in urban road networks, used by 

Zhang et al. (2020), outlines this method, which considers the complex relationships between 

different routes and utilizes deep learning techniques to generate comprehensive features that 

capture both spatial and temporal aspects of traffic data. The proposed approach is validated 

through simulations and shows promising results in accurately predicting traffic conditions on 

the urban road network. The average prediction accuracy of this model reached 92.5%. The 

effectiveness of using correlated routes for traffic state prediction and the positive role that the 

introduction of advanced prediction models could play in urban traffic management systems 

were both demonstrated by the results.                                                                                               

Huang et al. (2022) present a novel approach for short-term traffic forecasting that combines 

different techniques to improve the accuracy of predictions. The proposed method leverages 

the spatio-temporal correlations of road network topology to better understand traffic patterns 

and make more informed predictions. The writers use a deep learning method that combines 

the Pearson Correlation Coefficient (PCC), the Attention Mechanism (AT), and the 

Convolutional Neural Network (CNN) with the Gated Repetitive Unit (GRU) to model the 

complicated features of traffic data that are spread out over time and space. The proposed 

method is tested on real-world traffic data and shows promising results, outperforming 

traditional methods in terms of accuracy and contribution to the field of traffic flow forecasting 
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by providing a hybrid model that can handle complex traffic patterns and improve the 

performance of traffic flow forecasting. The model achieves a better prediction effect, with 

reductions of 8.4%, 1.29%, and 11.01% in MAE, MAPE, and RMSE, respectively.      

1.3. Climate with Traffic Patterns 

Weather and traffic are linked, and each affects the other significantly. Climate change and 

extreme weather events can adversely affect road traffic safety, leading to serious accidents. 

Higher temperatures can cause pavement to soften and expand, causing soil erosion and traffic 

congestion. Extreme weather conditions such as heavy rain, snow, and fog can reduce visibility, 

affect driver ability, and reduce traffic flow. Additionally, climate change could disrupt 

transportation systems through higher temperatures, more severe storms, and flooding 

(National Oceanic et al.,2021). On the other hand, transportation, especially the use of private 

cars, contributes to climate change by affecting the climate with greenhouse gases (J. A et 

al.,2020). Fig. 1 shows the mutual influence of the weather and traffic.  

Fig. 1. Mutual influence 

1.3.1. Impact climate variability on traffic   

In this section, will critically discuss paper published earlier which had taken traffic and weather 

datasets combined with several approaches to predict traffic patterns and climate variability and 

its impacts. 

Two pilot studies are related to overcrowded and adverse weather conditions, specifically on 

the aspects concerning vehicle detection and tracking. The first pilot study is by Hassaballah et 

al (2020)., where the development of vehicle detection based on the GM-PHD filter is applied 

to the case of adverse weather. Tests carried out by the researchers on the various real data sets 

have shown that the presented vehicle detection method works significantly better than the 

existed bad weather vehicle detection systems. At the same time, the system also delivers some 

new functions, which can help users achieve a better and more comfortable driving experience. 
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Improved vehicle detection and tracking accuracy in bad weather conditions; accuracy 

increased by about 10-15%. 

The second study conducted by Zou et al. (2021) analyzed a range of factors, including climatic 

and non-climatic variables, to investigate their impact on fatal traffic accidents. Their results 

indicated that both studies yielded equally valid results, Extreme weather conditions increase 

the likelihood of fatal traffic accidents by 20-35%, with regional variations observed.        

Various deep-learning techniques are applied in studies to tackle different aspects of 

transportation and road safety:  

Nigam et al (2020). applied a network based on an RNN learning recurrent approach with long 

short-term memory for prediction of flow in traffic in different weather conditions. The 

objective in this case is to improve the management level of transport and traffic. The result 

showed an improved accuracy of the predicted flows in the traffic stream under changing 

weather conditions, by 15–20%, and the Mean Absolute Error (MAE) fell to 25% less.  

Yue et al (2021). developed a model for predicting traffic flow by integrating deep learning, 

data fusion, and considering weather's effect on vehicular behavior in traffic. Results of the 

analysis conducted: MAE = 9.494741 and RMSE = 12.294438. 

Nasser et al. (2021) provides a data mining and machine learning approach to investigate the 

influence of weather on smart city traffic. The work purports to identify patterns in traffic data. 

The proposed approach in this work measured to be an improvement by 20% over and above 

the existing accuracy in predicting traffic patterns under different weather conditions. The 

enhanced degree of information obtained in the upgraded level of reliability to predict traffic in 

smart cities is upgrading the level of reliability.  

On the other hand, Nachev et al. (2023) looks into the impacts that weather data have on traffic 

flow data prediction under LSTM deep learning models. This research presents the improved 

accuracy of the predictions of a deep learning model in traffic flow information with 

incorporating weather data within the prediction model. This effect of weather data inclusion 

on prediction accuracy measures was enhanced by 7.2%, whereas the obtained predictive ability 

of the deep learning model LSTM for traffic data was found acceptable. 

 Based on this, Wang et al. (2023) propose a real-time bad weather vehicle target detection 

approach based on a Yolov4 deep learning algorithm to improve the performance of vehicle 

detection under adverse conditions such as a bad rain, fog, and snow scenario. The results 

further attested to the fact that the proposed method in terms of vehicle detection under adverse 

weather conditions turned out to be the best compared with any other existing one. The 
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suggested method showed an MAP of 60.3% and outperformed most other vehicle recognition 

methods in bad weather, as this study's findings showed. 

Utilize deep learning with regression techniques to tackle distinct issues in the realm of urban 

traffic flow and transportation resilience by: 

Shoaeinaeini et al. (2022) present deep learning algorithms used in the exploration of how 

traffic data interacts with weather and calendar features. In this way, the prediction of traffic 

parameters is enhanced by fusing Twitter-sourced information. The results indicated that, with 

the integration of social media data into their models, better and improved traffic management 

results of transportation planning can be realized. More than 95% success in search was 

achieved from RF and KNN algorithms. 

Ji et al. (2022) used the regression method to study the influence of climate-induced changes 

on urban transportation resilience. The study elaborated on the fact that the impact of climate 

change on urban transportation systems has been obviously crucial, and in this respect, it 

recommends responsive strategies. Although the study does not make a prediction using deep 

learning, it reveals relevant information in regards to the effect of climate change on the 

resilience of urban mobility. As seen from the study, climate change impacts a 15% increase in 

traffic congestion due to extreme weather events, and with the application of resilience, the 

impact in traffic congestion is decreased by 10%. 

Predict traffic impact due to climate variability using machine learning techniques: 

1.3.2. Impact Traffic Patterns on Climate:    

In this particular section, we will be involved in the intellectual discussion about the previously 

written papers that exclusively employed climate and traffic datasets in conjunction with a 

variety of methodologies: 

Researchers explored the potential of using deep learning and machine learning techniques to 

forecast air quality and traffic patterns in cities, for example: 

The study by Torino et al. (2019) worked on the estimation of the level of air pollutants using 

only weather and traffic data with the help of some machine learning algorithms like Random 

Forest, SVM, GLM, ANN, and Bayesian Regularization. The performance of the proposed 

solution was tested by comparing the predicted pollutant level to the level shown by the actual 

measurements obtained from commercial air monitoring stations. The objective was to come 

up with a proper, accurate, and dependable way to monitor the quality of the air in the city. For 

this study, the accuracy of the Bayesian Regularization Neural Network was 0.8, which shows 

that the developed method was effective in monitoring the quality of air.  



Kufa Journal of Engineering, Vol. 16, No. 3, July 2025               33 

 
 

Narmadha et al (2021), also focused on improving the short-term prediction of traffic flow by 

the use of hybrid neural network algorithms, specifically Convolutional Neural Network (CNN) 

and Short-Term Memory (LSTM) networks among others. This deep learning technique 

focuses on considering the complex time and location dependencies in traffic data with the 

motive to perform the traffic prediction with the derivatives so that it can be modeled more 

accurately and efficiently. The improvement in the prediction accuracy of the model is 18% 

over traditional methods.  

Both papers give us a look at the relationship between traffic and air quality and the use of 

machine learning in this field. 

Comert et al. (2020) developed models for connecting the Air Quality Index with traffic 

volume, with relation to South Carolina, using historical data between 2006 to 2016 from the 

South Carolina Department of Transportation and the United States Environmental Protection 

Agency. It was shown during prediction that the model had an absolute error of less than 5% 

when forecasting AQI values. 

Sulaiman et al. (2022) evaluated the impact of various traffic datasets on the effectiveness of 

machine-learning algorithms for air quality prediction. Assessing the impact that various traffic 

datasets had on the performance of machine-learning algorithms for air quality prediction, it 

was shown that Sulaiman produced a performance increase of a minimum of 18.97 and a 

minimum 20% increase in performance. 

 Finally, utilized machine learning and statistical techniques by: 

Yang et al. (2019) utilized a blend of machine learning and statistical techniques to develop a 

detailed, high-resolution emissions inventory of vehicular pollutants based on large-scale traffic 

data. The purpose of this study was to create a high-resolution on-road vehicle emissions 

inventory to map the distribution of vehicle emissions of atmospheric pollutants across China. 

The authors developed Embev-link, a link-level emissions inventory model for the Beijing 

vehicle fleet, utilizing numerous collected datasets from a largescale traffic monitoring 

network. In the studied areas, 30% of the total vehicular emission analyzed were found to 

contribute to emission hot spots. Clearly, the results of the study show that emission abatement 

policies need to be concentrated in the emission hot spots as a process of improving the quality 

of air. formula used in the emissions inventory model can be represented as follows: 

Eij =  Vij ∗  EFij                              (5) 

Where E_ij is the emission by the i-th pollutant on road j. V_ij is the traffic flow volume by the 

i-th pollutant on the road j-segment. EF_ij is the emission factor for the i-th pollutant on the 

road j segment. 
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Table 1: Summary of climate variability studies   

Reference Dataset Techniques Advantage Disadvantage 

Evans et 

al.,(2020) 
Climate 

1-1D/2D-coupled 

2-Infoworks ICM  

 

Augment the 

understanding of 

the effects of 

pluvial flooding 

and climate change 

on traffic patterns 

Model adaptability 

to weather factors 

Vajjarapu et 

al., 

(2020) 

Rainfall  

Risk-based over 

vulnerability-based 

approach  

Contribute to the 

understanding of 

climate change 

mitigation potential 

and the need for 

sustainable urban 

transport 

Presence of 

inaccurate or 

incomplete data 

 

Zennaro et 

al. 

,(2021) 

Spatio-temporal 

1-Decision tree  

2-Random forest, 

3-Artificial neural 

network 

Improve the 

accuracy of 

predicting and 

managing climate-

related risks 

Concerns about 

overfitting, data 

quality 

Sharaf et 

al.,(2021) 
Weather 

1-Fuzzy logic 

2-Long- term  

3- Short-term memory 

(LSTM), 

4-Decision trees (DTs) 

use data more 

useful 

 

proneness to 

overfitting 

Minji et 

al.,(2022) 
Weather 

1-ARIMA 

2- Long- short-term 

memory (LSTM) 

84-87% Reduction 

in error rate 

Influence of travel 

delays on the model 

predictions 

 

Braz et 

al.,(2022) 
Meteorological 

1-Long-term  

2-Short-term memory 

(LSTM) 

3-Autoregressive LSTM  

4-Convolutional neural 

network used (CNN) 

Achieve MAE is 

between (13% and 

15%) 

Complexity of the 

model architecture 

Kamel et 

al.,(2023) 
Geospatial 

1-Geographic (GIS) 

 2-Software  

Provides more 

optimized plans for 

climate change 

Constraints in 

spatial resolution 

 

Snyder et 

al.,(2019) 
Camera network 

1-Mask R-CNN,  

2-Simple historical 

average(SHA) 

3-Random forest (RFR), 

4-Support vector (SVR), 

5-Simple artificial neural 

network (ANN). 

 Achieve RFR and 

SVR best-

performing  

Scaling up machine 

learning models 

Ruizhe et 

al.,(2022) 
Traffic flow 

1-Multi-linear regression 

-long short-term 

memory( MLR-LSTM) 

More practical and 

widely applicable 

Insufficient 

representation of 

data from specific 

sources 

Aditya et 

al.,(2023) 
Traffic flow 

1-support vector 

regression, 

2-Mk- nearest-neighbor 

(MKNN) 

Managing huge and 

difficult datasets 

Managing and 

processing data 

requires a lot of 

storage 
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Reference Dataset Techniques Advantage Disadvantage 

3- principal component 

analysis(PCA) 

4- Event attribute matrix 

(EAM) 5-Random forest 

(RFR) 

6-long-short term 

memory  (LSTM) 

Nagesh et 

al.,(2023) 

1-Map matching  

2-Topological 

information 

1- Decision trees 

2- Artificial neural 

networks 

3-Nnearest-neighbor 

4- Support vector 

regression (SVR) 

Provided an in-

depth analysis of 

the developments 

Sensitivity to 

changes in data 

distribution and 

quality 

Zhou et 

al.,(2022) 

1-Taxibj 

2-Bikenyc 

Fast neural network   

(FAST NN) 

 Achieved more 

accurate predictions 

There are few 

references 

E. 

Binshaflout 

et al.,(2023) 

Traffic 
Graph neural 

network( GNNs) 

 Increased 

prediction accuracy 

Sensitivity to noise 

in the data 

Z. Zhang et 

al. 

,(2020) 

Simulation 

traffic  

1-Cyclic redundancy 

check(CRC) 

2-Collaborative 

recommend 

system(CRS) 

3-Regression 

classifier(RC) 

4-Self -organizing map 

with data 

integration(SOM-ID)  

5-Spatiotemporal fuzzy 

system -support vector 

regression(SFS-SVR) 

Contribute to 

increased security 

Incomplete 

understanding of 

traffic patterns 

Z. Huang et 

al., 

(2022) 

Traffic flow 

1- Pearson correlation 

coefficient (PCC), 

2- Attention mechanism 

(at), 

 convolutional neural 

network (CNN)  

3- Gated repetitive unit 

(GRU) 

Prediction effect, 

reductions of 8.4%, 

1.29%, and 11.01% 

in MAE, MAPE, 

and RMSE, 

respectively. 

Appropriate 

complexity 

Hassaballah 

et al.,(2020) 

1-Kitti  

2-Ms-coco  

3-Dawn 

1-Ggaussian mixture 

probability design 

density (GM-PHD) 

2-High dimensional 

analysis (HAD) 

 

Good results for a 

few criteria in the 

evaluation metric 

(map) 

Limited availability 

of data                                        

 

Zou et al., 

(2021) 

1-Traffic 

2-accident 

frequency 

3-Social-

development  

climate 

 

1-Naïve bayes model 

(NBM) 

2-Lattice-based 

classification model 

(LCM) 

Help to better 

traffic conditions         

Considerations for 

data quality and 

accuracy           
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Reference Dataset Techniques Advantage Disadvantage 

A. Nigam et 

al.,(2020) 

1-Traffic sensor 

2-Rainfall 

1-Recurrent neural 

network(RNN) 

2-Long-short term 

memory (LSTM) 

Lowest prediction 

error values and 

took the shortest 

amount of time to 

construct 

Increased 

computational 

complexity 

 

Yue et 

al.,(2021) 

1-Traffic 

2-Weather 

1-Stacked autoencoder 

(SAE) 

2-Radial basis function 

(RBF) 

Good results were 

obtained: 9.494741 

for MAE, and 

12.294438 for 

RMSE. 

High computational 

demands 

A. Nasser et 

al.,(2021) 

1-Traffic 

2-Weather 

 

Weather-based time 

series analysis (WBTA) 

Superior prediction 

accuracy 

Constraints due to a 

restricted dataset 

 

Nachev et 

al.,(2023) 

1-Traffic 

2-Weather 

 

Long-short term memory 

(LSTM )      

Increasing accuracy 

by 7.2% 

Concerns regarding 

data quality 

Wang et 

al.,(2023) 
BDD100k Enhanced yolov4 

Achieves a MAP of 

60.3% 

Constraints due to a 

limited amount of 

training data 

 

Shoaeinaeini 

et al.,(2022) 
Traffic –weather 

1-Artificial neural 

network (ANN) 

3-Random forest (RF) 

4-Partial least square 

(PLS) 

5- Support vector 

regression (SVR) 

6- K-nearest neighbors 

(KNN) 

7- Adaptive boost(ADA 

BOOST) 

Achieved over 95% 

success rate from 

RF and KNN 

Dependence on 

Twitter data 

 

Ji et 

al.,(2022) 

Temporal–

spatial traffic  

1-Apriori-based 

temporal-spatial (AT-S) 

2-Discrement 

dimensionality reduction 

analysis (DDA) 

3-Recurrent neural 

network (RNN) 

Offers a thorough 

understanding of 

the connection 

between urban 

transportation 

resilience and 

climate change. 

Introduction of 

uncertainties by the 

model in the results 

Torino et 

al.,(2019) 

1-Weather  

 2-Traffic 

1-Generalized linear 

model (GLM) 

2-Random forest (RF) 

3- Support vector 

machine (SVM) 

4-Bidirectional recurrent 

neural network (BRNN) 

Obtain a BRNN 

accuracy of 0.8 

Limited scope in 

the study's 

coverage 

 

Narmadha et 

al., (2021) 

1-Precipitation 

2-Weather  

3-Traffic 

1-Convolution neural 

network (CNN) 

2-Long-short term 

memory (LSTM) 

Performs better 

than other state-of-

the-art models in 

terms of prediction 

accuracy 

Model dependency 

on data distribution 

and increased 

complexity 

 

Comert et 

al.,(2022) 

1-Traffic 

2-Air quality 

1-Linear model (LM) 

2-Linear mixed effects 

regression (LMER) 

Achieve from the 

LMER + EGM 

most accurate 

estimate (average 

Model dependence 

on the distribution 

of data 
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Reference Dataset Techniques Advantage Disadvantage 

3-Generalized model 

(GM) 

4-Exponential 

Generalized model 

(EGM) 

5- Generalized variance 

(GV) 

6- Exponential 

Generalized variance 

(EGV)    

7-Combine 

LMER+EMG 

RMSE is less than 

5%) 

Sulaiman et 

al., 

(2022) 

1-Traffic 

2-Air quality 

3-Meteorological   

1-Extra tree regression 

(ETR) 

2-XGBOOST 

3-Random forest (RF) 

4-K-nearest 

neighbors(KNN) 

Achieved a 

minimum 20% 

improvement in 

performance and a 

minimum 18.97% 

reduction in errors 

 incomplete 

understanding of 

traffic flow 

mechanisms 

 

Yang et 

al.,(2019) 

1-Traffic 

2-Air quality 

3-Meteorological   

1-Multiple linear 

regression (MLR) 

2- Support vector 

regression (SVR) 

3-Random forest (RF) 

Achieved more 

accurate predictions 

Integration 

challenges for 

multi-pollutant 

models and 

computational 

resources 

 

2. EVALUATION MODEL  

The performance measures are used to assess the trained model's generalization capacity and 

quality when tested with unknown data. Different metrics can be employed in regression models 

to assess the effectiveness of a specific regression technique. This includes Mean Absolute 

Error (MAE), Mean Squared Error(MSE), Root Mean Squared Error(RMSE) (Medium, n.d.). 

                                           (6) 

                                                (7) 

                                                  (8) 

3. CHALLENGES 

Scholars examining the relationship between traffic and climate variability face many obstacles 

in their quest to comprehend the complex interactions between these two areas. One major 

obstacle is the complexity of data integration, which necessitates the use of advanced techniques 

and large amounts of processing power to combine various sets of traffic and climatic data. 
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Furthermore, it is difficult to adequately anticipate the impact of climate patterns on traffic 

dynamics due to their intrinsic unpredictability. However, because urban areas are dynamic, it 

is difficult to forecast the long-term effects of growing traffic on climate conditions. 

Furthermore, the lack of extensive datasets with complex traffic patterns and climate variables 

limits the breadth of analysis and the creation of reliable prediction models. By addressing these 

issues, academics may provide insightful analysis of the interplay between traffic and climate 

change, laying the groundwork for resilient and sustainable urban transportation systems. 

4. CONCLUSION 

This survey critically examines the complex interactions between climate change and traffic 

patterns, revealing mutual impacts. The study examines the impact of climate change on traffic 

dynamics and its correlates, and conversely, how traffic contributes to climate change. The 

challenges identified, including integrating different data sets, predicting the effects of weather 

models on traffic, and dealing with uncertainties in long-term forecasting, highlight the 

complexity of this interdisciplinary task. A variety of methods used in previous research, such 

as deep learning, machine learning, deep regression algorithms, and statistical methods, 

converge on the sophisticated concept of impact areas and have proven to be effective in our 

understanding of communication. While statistical methods have advantages in specific 

domains, the combination of deep learning and machine learning techniques, especially those 

incorporating regression algorithms, seems to provide a robust breakthrough between climate 

change and traffic between the microscopic and accurate models. The integration of deep 

learning and machine learning techniques into our approach, using regression algorithms, 

shows promising directions for future research. These techniques not only contribute to more 

accurate predictions but also pave the way for innovative solutions in the development of robust 

and sustainable urban transport systems as technology advances. As technology improves, more 

research on these roads should provide a better understanding of the complex interactions 

between traffic and climate, helping planners and transportation experts develop policies that 

are well known.       

5. REFERENCE 

A. Nasser, A. and Simon, V. (2021) 'A Novel Method for Analyzing Weather Effect on Smart 

City Traffic', 2021 IEEE 22nd International Symposium on a World of Wireless, Mobile and 

Multimedia Networks (WoWMoM), Pisa, Italy, pp. 335–340. doi:10.1109/WoWMoM51794.2. 



Kufa Journal of Engineering, Vol. 16, No. 3, July 2025               39 

 
 

A.Nigam, A. and Srivastava, S. (2020) 'Macroscopic Traffic Stream Variable Prediction with 

Weather Impact Using Recurrent Learning Approach', 2020 IEEE-HYDCON, Hyderabad, 

India, pp. 1–6. doi:10.1109/HYDCON48903.2020.9242908. 

Aditya, Srivastava. and Aryan. (2023) 'A Survey Paper on Traffic Prediction Using Machine 

Learning', International Journal For Science Technology And Engineering, 11(5), pp. 44–48. 

doi:10.22214/ijraset.2023.51390. 

Binshaflout, E., Ghazzai, H. and Massoud, Y. (2023) 'Graph Neural Networks for Traffic 

Pattern Recognition: An Overview', 2023 IEEE International Conference on Smart Mobility 

(SM), Thuwal, Saudi Arabia, pp. 110–115. doi:10.1109/SM57895.2023.10112264. 

Braz, F.J., Ferreira, J., Gonçalves, F., Weege, K., Almeida, J., Baldo, F. and Gonçalves, P. 

(2022) 'Road Traffic Forecast Based on Meteorological Information through Deep Learning 

Methods', Sensors, 22(12), pp. 1–19. doi:10.3390/s22124485. 

Comert, G., Darko, S., Huynh, N., Elijah, B. and Eloise, Q. (2020) 'Evaluating the Impact of 

Traffic Volume on Air Quality in South Carolina', International Journal of Transportation 

Science and Technology, 9(1), pp. 29–41. 

Dominika, Jarmuż. and Jerzy, Chmiel. (2020) 'A Review of Approaches to the Study of 

Weather's Effect on Road Traffic Parameters', Transport Problems, 15, pp. 241–251. 

doi:10.21307/TP-2020-063. 

Evans, B., Chen, A.S., Djordjević, S., Webber, J., Gómez, A.G. and Stevens, J. (2020) 

'Investigating the Effects of Pluvial Flooding and Climate Change on Traffic Flows in 

Barcelona and Bristol', Sustainability (Switzerland), 12(6). doi:10.3390/su12062065. 

Hassaballah, M., Kenk, M.A. and Muhammad, K. (2020) 'Vehicle Detection and Tracking in 

Adverse Weather Using a Deep Learning Framework', [Journal/Conference Name], pp. 1–13.  

Huang, Z. & Luo, J. (2022). Short-Time Traffic Flow Prediction Based on PCC-AT-CNNGRU. 

In 2022 China Automation Congress (CAC), Xiamen, China, pp. 5575–5580. 

https://doi.org/10.1109/CAC57257.2022.10055037 

Ji, T., Yao, Y., Dou, Y., Deng, S., Yu, S., Zhu, Y. and Liao, H. (2022) 'The Impact of Climate 

Change on Urban Transportation Resilience to Compound Extreme Events', Sustainability, 

14(7), 3880. doi:10.3390/su14073880. 

https://doi.org/10.1109/CAC57257.2022.10055037


40                 Al-Taie and Baiee 

Kamel Boulos, M.N. and Wilson, J.P. (2023) 'Geospatial Techniques for Monitoring and 

Mitigating Climate Change and Its Effects on Human Health', International Journal of Health 

Geographics, 22(1), pp. 1–7. doi:10.1186/s12942-023-00324-9. 

Li, Z. and Hossain, E. (2019) 'Machine Learning for Wireless Communication in the Internet 

of Things: A Comprehensive Survey', IEEE Communications Surveys & Tutorials, 21(3), pp. 

2658–2693. doi:10.1109/COMST.2019.2899352. 

Lincoln Muniz Alves, Hayley Fowler, Naurinete de Jesus da Costa Barreto and Marta Llopart 

(2021) 'Chapter 3 - Climate Change and Climate Variability', pp. 53–68. doi:10.1016/B978-0-

12-822699-5.00003-3. 

Minji, Kang., Hyeonju, Park., Chung-won, Lim., Sang-kook, Han. and Gwangyong, Gim. 

(2022) 'Analysis of the Predictive Power of Highway Traffic Flow with Weather Conditions', 

pp. 45–49. doi:10.1109/BCD54882.2022.9900728. 

Nachev, N. and Congeduti, S.E. (2023) 'Effects of Weather Data on Traffic Flow Predictions 

Using an LSTM Deep Learning Model']. 

Nagesh Lad and Prof. Dr. Mitra V. (2023) 'Advancements in Machine Learning Techniques for 

Traffic Flow Prediction in Autonomous Vehicles: A Comprehensive Review', International 

Journal of Advanced Research in Science, Communication, and Technology, pp. 145–149. 

Narmadha, S. and Vijayakumar, V. (2021) 'Spatio-Temporal Vehicle Traffic Flow Prediction 

Using Multivariate CNN and LSTM Model', Materials Today: Proceedings. 

doi:10.1016/j.matpr.2021.04.24. 

National Oceanic and Atmospheric Administration (NOAA). (2021) 'Extreme Weather and 

Climate Change'. Available at: https://www.noaa.gov/education. 

Ruizhe, Shi. and Lijing, Du. (2022) 'Multi-Section Traffic Flow Prediction Based on MLR-

LSTM Neural Network', Sensors, 22(19), 7517. doi:10.3390/s22197517. 

Sharaf, AlKheder. and Abdullah, Alomair. (2021) 'Urban Traffic Prediction Using 

Meteorological Data with Fuzzy Logic, Long Short-Term Memory (LSTM), and Decision 

Trees (DTs)', Natural Hazards, pp. 1–35. doi:10.1007/S11069-021-05112-X. 

Shoaeinaeini, M., Ozturk, O. and Gupta, D. (2022) 'Twitter-Informed Prediction for Urban 

Traffic Flow Using Machine Learning', 6th IEEE International Conference on Universal 

Village (UV 2022), pp. 1–6. doi:10.1109/UV56588.2022.10185516. 

https://www.noaa.gov/education


Kufa Journal of Engineering, Vol. 16, No. 3, July 2025               41 

 
 

Smith, J.A. and Brown, L.R. (2020) 'The Effects of Inclement Weather on Road Safety: A 

Comprehensive Review', Journal of Transportation Research, 45(3), pp. 215–229. 

Snyder, C. and Do, M.N. (2019) 'STREETS: A Novel Camera Network Dataset for Traffic 

Flow', Advances in Neural Information Processing Systems, 32 (NeurIPS). 

Sulaiman, I., Alaka, H., Olu-Ajayi, R., Ahmad, M., Ajayi, S. and Hye, A. (2022) 'Effect of 

Traffic Dataset on Various Machine-Learning Algorithms When Forecasting Air Quality', 

Journal of Engineering, Design and Technology.  

Torino, P.D.I., Rossi, C., Farasin, A., Torino, P. and Falcone, G. (2019) A Machine Learning 

Approach to Monitor Air Quality from Traffic and Weather data .August 2020. 

Vajjarapu, H., Verma, A. and Allirani, H. (2020) 'Evaluating Climate Change Adaptation 

Policies for Urban Transportation in India', International Journal of Disaster Risk Reduction, 

47, 101528. doi:10.1016/j.ijdrr.2020.101528. 

Wang, R., Zhao, H., Xu, Z., Ding, Y., Li, G., Zhang, Y. and Li, H. (2023) 'Real-Time Vehicle 

Target Detection in Inclement Weather Conditions Based on YOLOv4', Frontiers in 

Neurorobotics, 17. doi:10.3389/fnbot.2023.1058723. 

Yang, D., Zhang, S., Niu, T., Wang, Y., Xu, H., Zhang, K.M. and Wu, Y. (2019) 'High-

Resolution Mapping of Vehicle Emissions of Atmospheric Pollutants Based on Large-Scale, 

Real-World Traffic Datasets', Atmospheric Chemistry and Physics, 19(13), pp. 8831–8843. 

Yue, Hou, Y., Deng, Z., & Cui, H. (2021). Short-Term Traffic Flow Prediction with Weather 

Conditions: Based on Deep Learning Algorithms and Data Fusion. Complexity, 2021. 

https://doi.org/10.1155/2021/6662959 

Zennaro, F., Furlan, E., Simeoni, C., Torresan, S., Aslan, S., Critto, A., & Marcomini, A. 

(2021). Exploring machine learning potential for climate change risk assessment. Earth-Science 

Reviews, 220, 103752. https://doi.org/10.1016/j.earscirev.2021.103752ResearchGate 

Zhang, Z. & Zhang, W. (2020). Traffic pattern analysis and traffic state prediction of urban 

traffic road network based on correlated routes. In 2020 39th Chinese Control Conference 

(CCC), Shenyang, China, pp. 5654–5659. https://doi.org/10.23919/CCC50068.2020.9189082 

Zheng, Z., Liu, Z., & Wang, Y. (2020). Deep Learning for Traffic Prediction: A Survey. IEEE 

Transactions on Intelligent Transportation Systems, 22(7), 4337–4351. 

https://doi.org/10.1109/TITS.2020.3006170 

https://doi.org/10.1155/2021/6662959
https://doi.org/10.1016/j.earscirev.2021.103752
https://www.researchgate.net/publication/371908097_Potential_of_Machine_Learning_for_Climate_Change_Risk_Assessment?utm_source=chatgpt.com
https://doi.org/10.23919/CCC50068.2020.9189082
https://doi.org/10.1109/TITS.2020.3006170


42                 Al-Taie and Baiee 

Zhou, Q., Chen, N., & Lin, S. (2022). FASTNN: A Deep Learning Approach for Traffic Flow 

Prediction Considering Spatiotemporal Features. Sensors, 22(18), 6921. 

https://doi.org/10.3390/s22186921 

Zou, Y., Zhang, Y., & Cheng, K. (2021). Exploring the impact of climate and extreme weather 

on fatal traffic accidents. Sustainability, 13(1), 390. https://doi.org/10.3390/su13010390. 

https://doi.org/10.3390/s22186921
https://doi.org/10.3390/su13010390

