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Article Info. Abstract

There are limited published data regarding the recent incidence trends of patients with

Article history: X X . . . . .
malignant neoplasms in ninewah governorate. This study aims to analyze the time series

Received properties using the (BOX & Jenkins) approach in the analysis (estimation, identification, and
25 May 2024 selecting the appropriateness of model for prediction). In this study the capabilities of A time
Accepted series are employed to determine the best and most efficient statistical model for the purpose of
2 September 2024 prediction the number of people with this disease. The findings of the data analysis indicated

that ARIMA (2,1,0) is the most suitable model for predicting the quantity of people with
Publishing malignant neoplasms in Ninewah Governorate depending on the data for the period of (2016 -
30 September 2025

2021). The results explained the type of this function are an nonstationary series on average,
and there is a clear general trend in the series. The stationarity of the time series was achieved
after taking the first difference of the data, and after matching the auto and partial correlation
coefficients of the time series with the theoretical behavior of the auto and partial correlation.
The number of patients with malignant neoplasms was foretold using this model.
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1. Introduction

On the extent of the past thirty years, our beloved country has suffered from the disaster of wars that
affected its material and human resources, especially the American attack that destroyed its
infrastructure and polluted its air and land, which requires a comprehensive renaissance in all fields
and the economy[1] It is also a major role in the destruction of the infrastructure, so it is outdated to
address the health aspect of its importance at the developmental level, because it is the human element
that bears the responsibility for construction and reconstruction and keeping pace with progress and
civilizational development [2][3]. The prevention of all illnesses, including malignancies, which
account for a disproportionately high number of fatalities as compared to other diseases, is a crucial
part of creating health. In view of the recent increase in the number of people that infected with this
disease, this study came in order to reveal this phenomenon, which has worsened in Ninewah
Governorate, which is one of the governorates that affected by bacterial and biological weapons, and
the acute shortage of health and treatment care as a result of destroying most of its health centers [4].
The study depended on the monthly data of the number of patients with malignant neoplasms for the
period of (2016 — 2021) as a time series for the purpose of analyzing it in order to reach the best model
to predict this disease in later periods of taking measures that needed to minimize this phenomenon in
the future [5].
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2. Study Objectives

A time series function study are engaged to determine the best and most efficient statistical
model for the purpose of predicting the number of people with malignant neoplasms in Ninewah
Governorate for the period of (2016-2021).

3. Basic Concept for the Statistical Model

This study depended on descriptive statistics, which dealt with the (Box and Jenkins) map in time
series analysis (identification, estimation, experiencing the suitability of the diagnosed model, and
future foretelling), and supporting the study course for the theoretical aspect with the applied aspect,
which depended on true data on the number of people with malignant neoplasms in Ninewah
Governorate to attain the best mathematical sample for predicting the number of persons with this
illness for later periods [6]. The last part of the research included the significant conclusions and
recommendations, then the appendices, sources and tools are used for the statistical program (Minitab)
and (SPSS V.10). To verify this statistic model, it is important to include the following parts [2] [7].

3.1 Theoretical Part

This item deals with some general concepts and presents the stages of building a time series
model. The time series analysis depends on the algorithm drawn by the two researchers (B-J, 1976)
that which begins with the first stage, which is the identification of the suitable sample for the data,
and then the level of rating the parameters of the diagnosed sample. After that, the stage of examining
the suitability of the diagnosed model comes, and if the model is appropriate, the last stage comes,
which is the future foretelling [8].

3.2 Time Series

We can determine time series as a collection of observations of the appeared values that are taken
at specific times (the intervals between observation and the next one may be equal or unequal, and in
most cases they are equal). It is expressed if it is equal (Zt1,Zt2,...,Ztn) at the time period t1,t2,...,tn,
where n represents the number of observed values, and the statistical time series can be represented as
follows [9]:

Zt = f(t) + at t= 0, il, iz, B8 tesecessessctacinaceas (1)
Where:
f(t) represents the regular that can be expressed by a mathematical function.

At represents the random part, also called noise. The time series may be of the specified type as shown
in equation (2)[10]:

Ze = Zops V& = 0,1, 42, e oo )

So, (S) is the period of the series. To distinguish between two types of stationary and nonstationary
time series, where there are two states of stationary, which are (Stationary in Mean) and (Stationary in
Variance), where stationary in mean is the state of the series when it does not show a general direction,
S0 it can be converted to stationary by using the differences [11].

3.3 Moving Average Model (MAM)
Moving average model with degree (q) and backscatter factor (B) can be formed as follows [12]:

Zt:cDo‘l‘(I_QIB_QZBZ_"'_Q)qu)at ........................ (3)
While the main form of the model are illustrated in equation (4):
Zt = CDO + at - Q)lat_l - Q)zat_z — et Q)qat_q ........... (4)
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That is, @; is the parameter of the moving average model (i=1,2,3,...,q), and its value
(=1 < @ < 1) while (q) represent model degree. The autocorrelation indicator of the sample (MP)
approaches zero after the displacement (q), and at the same time the partial autocorrelation indicator
(PACI) diminishes exponentially [13].

3.4 Integrated Mixed Sample

Some time series samples can be stationary on their own, but become stable after many
transitions or variations. Thus, the model that expresses this process differs from the original sample
because it must contain the transformations or variations that have been made on these stationary
models, which are called merged mixed samples. ARIMA models are extremely the most used time
series samples because all samples can be derived from them, whether they are autoregressive, moving
average, or mixed average. These forms are consisting of three parts [14]:

Part 1: Autoregressive sample commonly used in time series foretelling.

Part 2: It represents the moving average model.
Part 3: It shows the differences the chain needs to be stationary.

Therefore, it expresses the non-seasonal (ARIMAM) samples according to the ARIMA formula (p, d,
q), that is:

P:is AR(P) rank

q : is MA(q) rank

d: is the number of differences through which the series becomes stationary.
By using the backscatter factor (B) for the following formula:

®(B) = (1 —B)4X¢ = @y + O(B)ap wevvvvvvrnneeeeeaaaaenns. (5)
It will be:
P(B)=(1—-P;B—-—®BP . (6)
PB)=1-0,B—-—04BY .. (7)
It becomes the basic form of the integrated mixed model as shown in equation (9).
Lo = Do+ P1Z¢ g+ + PpZi_poq +ar — B1ap_q + -+ Baroq  woeeee voe eee ere eee eveeee ere enee (9)

According to previous equations we can consider the ARIMA models to be the same stationary
ARMA models with the difference in rank.

4. Building a Time Series Model

Building the time series model takes place in four stages, which are: “diagnosing the suitable
sample for the data, estimating the information of the specific sample and testing the suitability of the
specified model for future foretelling as explained below.

4.1 Defining the Model

Defining time series models is the most important step in building or diagnosing time series and
the first stage of the algorithm for which a basis has been laid. The defining or diagnosing stage must
cross the data preparation stage. If the data is stationary by observing the drawing of the original data
and its partial and autocorrelations, then the data is prepared for identification or defining [15]. In case
that the data is nonstationary in the mean and variance, then the nonstationary in the mean is treated,
by taking the first difference (d = 1), but if it is nonstationary, we take the second difference (d = 2),
and sometimes it settles in the first difference. As for the nonstationary in the variance, it is dealt with
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by conducting the appropriate conversion of the data. When it is stationary, the time series begins the
process of defining the sample. The goal here is to get an idea of the values q, d, p, so you need them
in the general linear model ARIMA, whose formula is shown in the equation (1-7). After that, initial
estimates of the model parameters are obtained. The two functions used to diagnose the model and
determine its degree are the autocorrelation indicators (ACI) and the partial autocorrelation indicator
(PACI), that is, they are drawn graphically, and then the autocorrelation and partial coefficients are
matched with their theoretical behavior [16]. if it was:

* The autocorrelation indicator decreases gradually and exponentially or the behavior of the diminished
sine function and stating the partial autocorrelation indicator is discontinued after the displacement (P),
so the appropriate model for the data is AR (P).

» The autocorrelation indicator is stopped after the displacement (q) and the partial autocorrelation
indicator is gradually decreasing exponentially or in the manner of the diminishing sine function. The
appropriate model for the data is MA(Q).

» If the autocorrelation and partial indicator decreases gradually and exponentially or the behavior of
the diminishing sine function, then the appropriate model for the data is ARMA (p, Q).

4.2 Estimation Process

The process of estimating the model is the second stage of studying and analyzing the time series
and comes after the process of determining the suitable sample for the time series. In order for the
sample to achieve the main objective of its construction, which is foretelling, we must ensure the
quality of its estimation and its suitability for the time series. There are many ways to estimate model
parameters, the most important are [17]:

1. The Ordinary Small Squares Method: This method works on the basis of reducing the sum of the
squares of the estimation error, and making it at its smallest end.

2. The Method of Greatest Possibility: In which the matrix of the parameters of the model to be
estimated is determined according to the principle of maximizing the possible function.

4.3 Testing the Suitability of the Model

After estimating the model, the validity of the model must be tested to represent the seasonal time
series data. There are several methods for this, including:

a.Suitability of the model: It must be statistically and significantly indicated, that is, it should not
be close to zero, and for this, the t-test can be used. If it is non-significant, then one of the ranks
AR or MA must be excluded.

b. Residual Analysis: The following tests may be used as in:

1. Testing Trust Limits: The values of the autocorrelation indicator for the estimated residuals are a7 ,
which must be between (¥1.96/+/n) with probability (0.95). If this is achieved, the residuals are
distributed randomly, and the model provides an adequate representation of the data and can be
used for foretelling, and the autocorrelations of the residuals are distributed normally with an
arithmetic mean of zero and variance (1/n). Also, the AIC information criterion (AIC) will be used
to test the best sample whose variance is weak and decreases with the increase in the number of
parameters and the sum of the few residuals. The AIC criterion is defined by the following
mathematical formula [17]:

2(p+q)

Where: «? represents the variance of the model and (p+q) represents the number of features.
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The above formula has been reformulated to give more weight to the models used for the largest
number of observations:

MAIC =5 (11)
Schwartz criterion can be used according to the following mathematical formula:
p+q
SBC = Log(n) T e (12)

2. The method that depends on Q(Ljung & Box) in order to choose the null hypothesis that states:

Hy=py=py="=ps=0
based on the autocorrelation of the residuals. Where its mathematical formula is [18]:
S
1
Qs = n(n + 2) Z (@) e (13)
k=1

The test measure Q is distributed in an X? form.

m = number of coefficients

K = number of displacements

S = the largest displacement that is taken.

Practical Part:

Data were collected, which consist of a time series of about (60) observations from January
2017 to December 2021. This data includes the number of patients with malignant
neoplasms, which were obtained from Mosul Hospital for Oncology and Nuclear Medicine.
As shown in Table (1):

Table 1.: Number of Patients with Malignant Neoplasms in Ninewah Governorate

Year

2021 2020 2019 2018 2017

Month
2997 867 2052 2814 993 January
2588 1003 2154 1668 1010 February
2372 1757 1613 3160 646 March
2632 1258 2450 2866 1144 April
4242 2352 2302 2262 843 May
3100 1967 3502 1817 1092 June
2962 3187 5401 3761 131 July
3008 2500 2950 3283 493 August
6629 5837 5253 2064 972 September
5855 4124 2631 2555 1044 October
7130 4907 5724 4510 961 November
7392 6342 6002 3615 795 December
50907 38255 42035 34379 10124 Total

5. Data Initialization
From this data a scatterplot is drawn. The autocorrelation and partial coefficients are also extracted

and the special confidence limits of the autocorrelation indicator are drawn for this data, using the
statistical program (Minitab). Figure (1) shows the following [19].
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Fig.1. Curve of the number of patients with malignant neoplasms for the period of (2017-2021)

Through Figure (1), we notice that the variance tends to be stationary, but a general trend in a
state of increase and decrease with time, which indicates the nonstationary of the series on average.
This has been confirmed by the values of the autocorrelation and partial coefficients as shown in

Figure (2) [22].
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Fig.2. Autocorrelation and partial coefficients of the time series

In Figure (2), the values of the autocorrelation coefficients and partial up to log (15) are
significantly different from zero, and in order for the series to be stationary, all values of the
autocorrelation coefficients of the sample must be entered within the trust limits, except for the first or
second displacement, which may fall outside the trust limits for the data to be at a level of (95%),
which are (—0.41 < r, < 0.41). This confirms the nonstationarity of the time series on average. Thus,
we reject the null hypothesis, which indicates that the autocorrelation coefficients are equal to each
other and equal to zero. We accept the alternative hypothesis, which means that the time series is
nonstationary [20]. To address this case, we have to take the first difference of its data (VX; =
(X; — X:_1)) and Figure (3) shows the drawing of the curve (X;):
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Fig.3. Time Series Curve After Taking the First Difference

In Figure (3) the loss of the general trend in its behavior, which indicates the stationarity of the
series in the average (the displacement of general trend) and that the values of the autocorrelation and
partial coefficients confirmed as shown in Figure (4).

Autocorrelation Function for the first difference
{with 5% significance limits for the autocorrelations)

Autocorrelation
[=]
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Fig.4. The Values of Autocorrelation and Partial Coefficients for the Time Series After the First
Difference

Through figure (4), we notice that all the auto and partial correlations of the sample are within the
limits of trust and that they are significant at the first and second limits, and this confirms the
stationarity in the average and the absence of seasonal effects in the series, so the data became ready to
be applied in the first stage of studying and analyzing time series models[10,21].

6. Predicting Future Values
In this research, the model (2,1,0) was used to foretell the number of patients with malignant

neoplasms in Ninewah Governorate for the period of (2022-2023). As shown in Table (2) [21].
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Table 2. The foretell of the patient’s number with malignant neoplasms for the period of (2022-
2023)

Year 2022 2023
Month

January 7392 23199
February 8131 25519
March 8944 28071
April 9838 30878
May 10822 33966
June 11904 37362
July 13095 41098
August 14404 45208
September 15845 49729
October 17429 54702
November 19172 60172
December 21090 66190

Figure (5) shows the time series data representation of these predictions, which showed the same

method as the original series.
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Fig.5. The Foretelling Curve of the Time Serie s

6.1 Predicting Accuracy Tests

To test the foretelling accuracy between the two models, we compare them according to the scale
of foretelling accuracy. Table (3) shows this vision [22][12].

Table 3. Shows the difference between the two models depending on the foretelling accuracy criterion

Model (1,1,0) ARIMA Model (2,1,0) ARIMA Criterion
1434.459 1409.679 PMSE
999.252 1008.08 MAE
59.736 58.705 MAPE

In Table (3) it is shown that the model (1,1,0) records the highest values for squares average
(999.252), absolute values average for error (59.736), and absolute values average for error
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(1409.679). We conclude that the model gave the best fit for the series according to accuracy measures
of the foretelling that used above is model (2,1,0)[12] [23].

7. The Results Analysis

1. The vibrant general results from this study can be represented by the series numbers of patients with
malignant neoplasms in Ninewah Governorate, explained an nonstationary series on average. After
taking the first difference of the data, and after matching the auto and partial correlation coefficients of
the time series with the theoretical behavior of the auto and partial correlation. The stationarity of the
time series was achieved. It has been shown that the autocorrelation indicator gradually decreases with
the increase in the displacement periods and it is in the form of a sine wave when the partial and
autocorrelation indication is observed after the second displacement. Furthermore, the results verified
that such model, are suitable for the series data, which is the ARIMA (2,1,0) integrated autoregressive
model. This model was used to foretell the number of people with malignant neoplasms in Ninewah
Governorate for the period of (2022-2023), as the results showed that the foretelling values were
consistent with the original values of the series.

8. Recommendations

1. Depending on the results of this research, which shows an increase in the number of people
with malignant neoplasms over time, which must be taken by the competent authorities that are
able to take a limit on this matter because the governorate hospitals lack devices for early
detection of this disease.

2. Generalizing this study to identical studies in the governorates that were exposed to conditions
that are similar to Ninewah Governorate, in order to present a comparison between them.
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