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Abstract— Crime and suspect prediction represent an immerging field where machine learning can be useful 

when applied efficiently. The available data can be used to train the proposed prediction model (building the model, 

classifier for example) and then this model can be tested and used to predict the crime type and suspect information 

such as sex, race and age category. The work in this paper presents a proposed approach for such prediction by using 

real world dataset available on the internet. The gathered data were preprocessed(deletion of the rows with missing 

and unknown attribute content, converting some attribute values into nominal or categorical data and concept 

hierarchy techniques) and reduced the number of attributes by choosing the most important features using different 

approaches and algorithms, then different Decision Tree types, Naïve Bayes Classifier and Association Rules 

prediction techniques were used to create the required models and to find out associations between different 

attributes of the given data. Testing phase shows high efficiency and effectiveness of the proposed approaches which 

in turn provide models that can be used as reliable predictors. An accuracy of more than 85% was achieved when 

using different classification techniques and the decision tree an accuracy of more than 85% due to its ability to 

classify the data based on important features, Naïve Bayes is less accurate than the decision tree in some cases, but 

usually achieves good accuracy ranging from 75% to 85% depending on the data. The decision tree is a powerful 

algorithm for extracting features that separate classes well, which leads to higher accuracy the Naïve Bayes uses 

probabilities to extract features but assumes independence of features, which may limit its accuracy in some cases. 

WEKA software, Microsoft Excel and XLSTAT mining software were used to analyze the given data. 

Keywords— Machine learning, Classification, Decision Tree,  Association Rule Mining. 

I. INTRODUCTION 

Data Mining (DM), also known as Knowledge Discovery from 

Databases (KDD), refers to the process of extracting valuable 

knowledge from large datasets. It involves uncovering hidden 

insights, unexpected patterns, and new rules within data. Data 

mining consists of two main components: discovery and 

exploitation. In the discovery phase, useful facts are identified 

and represented as information, while in the exploitation phase, 

these facts are used to solve specific problems by creating 

models and applying them to new, unknown data. 

The process of data mining involves several key steps: problem 

formulation, data evaluation, feature extraction and 

enhancement, prototyping, and model evaluation. A basic 

classification of knowledge discovery techniques includes  

manual search, OLAP (Online Analytical Processing), 

knowledge engineering, data visualization, automated search 

methods, auto-clustering, link analysis, regression, and rule 

induction. These techniques help in discovering and utilizing 

patterns to make informed decisions or predictions [1, 2,3,4]. 

Data mining is a rapidly growing field with a wide range 

of applications across various industries, such as marketing, 

banking, city planning, health insurance, and many others 

that have a significant impact on society. One important 

application of data mining is crime analysis. The field 
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encompasses several key tasks and techniques, including 

classification, association, clustering, prediction, and link 

analysis. Each of these techniques plays a vital role in solving 

different types of problems and is applied in various contexts 

to uncover valuable insights. [5,6,7,8]. 

Crime analysis involves examining criminal activities by 

breaking down acts that violate laws to understand their 

nature and reporting the findings. The primary goal of crime 

analysis is to extract meaningful insights from large volumes 

of data and share this information with law enforcement, 

including officers and investigators, to aid in apprehending 

criminals and reducing criminal activity. For instance, 

analysis may reveal details such as the suspect's age group, 

race, and sex. Additionally, crime analysis plays a crucial 

role in crime prevention by identifying patterns and trends 

that can inform proactive strategies. [5, 9, 10]. Preventing 

crime is more cost-effective than attempting to apprehend 

criminals after the crime has occurred. Crime analysis can be 

defined as a systematic process focused on providing timely 

and relevant information about crime patterns and trend 

correlations. This information helps both operational and 

administrative personnel plan the strategic deployment of 

resources to prevent and reduce criminal activities. 

The reasons behind conducting crime analysis can be 

summarized as follows: 

1-  To provide law enforcement with up-to-date 

information on general and specific crime trends, 

patterns, and series in a timely manner. 

2-   To analyze crime data in order to leverage the 

vast amount of information available within law 

enforcement agencies, the criminal justice 

system, and the public domain. process is divided 

into the steps shown in figure (1). 

 

            Fig. 1. Crime Analysis Process 

1. Classification techniques 

Among different classification algorithms, Decision Tree (DT) 

and Naïve Bayes algorithms represent the most popular and 

commonly used data mining algorithms in different fields and 

applications. 

Naïve Bayes classification algorithm is based mainly on Byes 

theorem, Bayes’ theorem is the also known as Bayes' 

Rule or the Bayes' law, which is used to determine the 

probability of a hypothesis with prior of knowledge. It depends 

on conditional the probability. The formula for the Bayes' 

theorem is Given as: 

𝑃(𝐴|𝐵) =  
𝑃(𝐵|𝐴) 𝑃(𝐴)

𝑃(𝐵)
          … (1) 

Where, 

P(A|B) is the posterior probability, which represents the 

probability of hypothesis A given the observed event  

B.P(B|A) is Likelihood probability: Probability of the evidence 

given that the probability of a hypothesis is true. 

P(A) is the Prior probability: Probability of a hypothesis before 

observing evidence. 

P(B) is the Marginal probability: Probability of the Evidence. 

Apriori algorithm represent the familiar association rule 

technique, it depends mainly on defining the factors Support 

and confidence [21,22]. 

Association rule, the mining consists of 2 steps: 

1. find all frequent itemset. 

2. generate the association rules, from above frequent 

itemset. 

 Types of crime analysis: 
The Crime of analysis can be classified, into following [5, 

15,16,17]. 

 OPERATIONS ANALYSIS 

 TACTICAL THE CRIME OF ANALYSIS 

 INVESTIGATIVE CRIME OF  ANALYSIS 

 STRATEGIC CRIME  ANALYSIS 

 ADMINISTRATIVE CRIME  ANALYSIS 

 INTELLIGENCE, ANALYSIS 

Both classification techniques (Decision Tree for 

example) and Association Rule mining are of great 

importance in crime detecting field. 

Table(I) a comparison of Literature review on crime prediction using machine 

learning techniques 
 

 

Crime prediction results comparison the results from previous 

studies as well as the new study indicate a consistent trend in 

the use of machine learning techniques for crime prediction, 



Suham adnan Abdul alkareem                            Kadhim B. S. Aljanabi                           Salam Alaugby 

 

27 

 

with a strong focus on classification models. Study 1 uses deep 

learning and quantum networks to analyze crime prediction, 

while the proposed study focuses on decision trees and 

Bayesian classifiers, achieving an accuracy of over 85%. Study 

2 compares different machine learning techniques, identifying 

XGBoost as the most accurate. This is consistent with the 

decision tree approach in the proposed study, which also 

emphasizes feature selection to improve classification 

performance. Study 3 uses an SVM-based model with an RBF 

kernel, achieving an accuracy of up to 89%, slightly 

outperforming the decision tree results in the proposed study. 

Study 4 compares multiple algorithms, including naive Bayes, 

random forests, and decision trees, similar to the methods in the 

proposed research. However, it also explores crime rates 

associated with specific demographics. While the proposed 

study focuses on feature extraction and model optimization, 

these studies highlight broader applications and comparative 

analysis of multiple algorithms. Overall, the results suggest that 

decision trees and ensemble methods such as XGBoost tend to 

provide high accuracy, enhancing the effectiveness of structured 

feature selection and model improvement in crime prediction 

tasks. 

II. DATA PREPROCESSING 

Data cleaning and data reduction where applied on the 

collected data to get clean, complete and minimized dataset 

from the given data. This will improve the analysis process [ 

15,18,19,20]. Removing the records with missing values and 

reducing the attribute values through the use of concept 

hierarchy and converting the data into categories are the main 

processes applied in this phase. The data were reduced from 

more than one million records into about 227,000 records with 

14 most important attributes shown below: 

Crime ID, Crime Name, Offence, Crime type, City, Crime 

Date, Criminal ID, Criminal Gender, Criminal Age, Criminal 

race, Victim ID, Victim Gender, Victim race and victim age. 

The resultant data were grouped into three categories; Crime 

attributes, Suspect attributes and Victim attributes. Some of the 

attributes mentioned above were extracted because they have 

lower effects on the defined models.  

III. PROPOSE APPROACH 

Start by providing a brief overview of the proposed 
approach. Explain the problem or need that the approach 
addresses and why it’s relevant. This will set the stage for 
understanding the purpose of the different phases. The 
proposed approach consists of the following phases shown the 
figure (2) 

 

 

Phase 1: Data gathering 

In this phase, dataset available on the internet with more than 6 
million records and more than thirty attributes was collected. 

Phase 2: Phase 2: Data preprocessing 

In this phase the collected data was reduced through the 
deletion of the records with missing and unknown attribute values 
and some selected attributes where chosen. Sample of the 
preprocessed data is shown in table(I). More than 200000 records 
with eight most important attributes were taken as samples. The 
selected attributes represent that attribute suitable for 
classification, clustering and finding out associations between 
different attribute values [4,5,20,21,22]. 

Table (II). Sample of the Collected Crime Dataset After Preprocessing Phase 

 

Phase 3: Statistical analysis of the collected data 

In this phase and in order to have a general knowledge about 
the behavior and the effect and weight of each attribute values,  

a general statistic for these values were carried as show in the 
figures (3), 4 and 5. 
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Figure (3) Shows That Maximum Frequencies of The Crimes 
Are the Crimes with Codes 27, 18, And 25 (Harazment2, Assault 
3 & Related Offenses, And Offenses Agnst Pub Ord Sensblty) 
With Occurrences 86904, 42057, And 38003 Respectively 

 

 

The suspect statistics show that highest crime frequencies occur for 

 black race, age category between 25 and 44 years, and suspect sex  

is male.  

 

 
 

   The victim statistics show that highest crime frequencies occur 

for black race, age category between 25 and 44 years, and victim 

sex is female.  

 

    Phase 4. Naïve Bayes Approach 

       Naive Bayes algorithm is a probabilistic classification model 

based on Bayes' theorem, and assumes that all features are 

independent of each other, when given a target class. This 

algorithm is widely used in classification and prediction, 

especially in natural language processing and big data analysis, 

The Naive base algorithm enhances the performance of the 

decision tree and is a strong complement to it, including crime 

prediction based on the data in the following table (III) 

Predicted Offense (Naïve Bayes): This column shows the crime 

type predicted using Naïve Bayes Classification [20,21]. 
        Table (III) Crime Data Prediction Using Naïve Bayes in XLSTAT 

 
 

- Predicted Offense (Naïve Bayes): This column shows the 

crime type predicted using Naïve Bayes Classification. 

- Prediction Probability: The confidence level of the 

prediction based on Bayes’ Theorem probabilities. 

- Analysis of Influencing Factors: 

- Suspect and victim attributes (age, race, sex) are used as 

predictors for crime type. 

- Past crime patterns are analyzed to extract 

frequencies and correlations between variables. 

Phase 5. Decision Tree Approach 

  Different Decision Tree Approaches were applied on suspect 

data to understand the behavior of the suspect [21,22]. Three 

types of such trees were applied including suspect Race, Sex 

and Age as shown in figure (6) (a), (b), and (c) respectively. It 

is very well known that Entropy and Information Gain play 

crucial factors in building Decision Trees. Calculating Entropy 

and Information Gain is show in equations 2 and 3. For the 

dataset, that has C classes and a probability of the randomly 

choosing, data from class, is Pi. Then entropy E(S) can be the 

mathematically represented as [22]: 

      𝐸(𝑠) = − ∑ 𝑃𝑖
𝑐
𝑖=1  𝐿𝑜𝑔2(𝑃𝑖)     … (2) 

 

And the Information Gain (IG) is given by: 

 

      𝐼𝐺 = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝑝𝑎𝑟𝑒𝑛𝑡 − 𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛   … (3) 

 

Decision Tree is Easy to interpret, handles both numerical and 

categorical data [21]. 
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Phase 6: 

Association Rule Mining. In Crime analysis, mining 

association rules represents one of the most important 

techniques in crime analysis since it shows the relationships 

between of crime and the different attributes in the dataset. In 

this work a minimum support and the minimum confidence of 

0.05 were taken into consideration.  

 

Support(X)= (Number of transactions containing X)/ (Total number of 

transactions)   … (4) 

 

Confidence (X => Y) = (Number of transactions containing X and Y) / 

(Number of transactions containing X)    … (5) 

 

And two another the factors Lift and conviction. Lift is a measure that tells us 

whether the probability of an event B increases or decreases given event A, 

equation (6) shows the calculation of Lift factor [22].  

 

Lift(A→B) = Confidence(A→B) / Support(B)   …. (6) 

 

conviction is another way to measure, the association which Compares 

probability that A appears without B if they were independent vs, actual the 

frequency of A's appearance without B, equation (7) shows the calculation of 

the conviction factor [21]. 

Conviction(A→B) = (1 - Support(B)) / (1 - Confidence(A→B))     …(7) 

 

Association rules mining is highly dependent on support and 

confidence of the items in the dataset. Equation 4 and 5 give 

the calculation of these two factors [22]. 
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 Table (IV) Summary of association rules 

 
  

Table (V). Matrix of items 

 
 

The influence charts shown in figures (7) and (8) ensures the 

results mentioned previously where the maximum occurrence 

of the crimes Assault, Harrassment2 and Offence are with 

suspect race Black and suspect sex is Male. 

                               

 

  Table (VI) Summary of association rules 

 

 

 

IV. RESULTS ANALYSIS 

It is clear from figure (4) that the most frequent crimes are 

related to suspect age between 25 and 44, suspect race is black 

and male, and the most frequent crimes are related to victim 

age between 25 and 44, victim race is black and female, which 

appear clearly in table (II) and Table (III). Decision Trees 

shown in figure (6) give statistics for the most frequent crimes 

(assault, harassment 2 and offenses) according to the race, age 

and sex of the suspect respectively. The influence charts shown 

in figures (7) and (8) ensures the results mentioned previously 

where the maximum occurrence of the crimes Assault, 

Harrassment2 and Offence are with suspect race Black and 

suspect sex is Male. 

 

V. RESULTS AND DISCUSSION 

The results in Figure 4 clearly indicate that the majority of 

crimes are committed by suspects between the ages of 25 and 

44. This finding is consistent with the data in Tables II and III, 

which show that the most common suspects are male, Black, 

and in the median age range of 25 to 44. These demographic 

trends are important because they help identify potential risk 

factors and patterns of criminal activity in specific age and 

racial groups. The results revealed that the most frequent 

victims are also in the 25 to 44 age range, with female Black 

victims being overrepresented. This is consistent with the 

general trends observed in the suspect data, which may indicate 

a potential relationship between suspect race and age and 

violence. Figure 6 shows a decision tree analysis, which 

provided deeper insights into the relationship between suspects 

(age, race, and gender) and the types of crimes committed 

(assault, harassment, and felonies). The decision tree classifies 

the most common crimes committed by black male suspects, 

ages 25 to 44, as shown in Figures 7 and 8. These numbers 

provide further evidence that suspect demographic 

characteristics play an important role in predicting crimes. 
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VI. CONCLUSIONS 

Both classification techniques and association rule mining are 

of great importance in predicting the crime type and the suspect 

information including sex, age and race which in turn have 

great importance in helping the police authority. From the 

results obtained it is clear that most of the crimes were done by 

male, middle age suspects (25-44 years) and black race, 

whereas other attributes have low occurrences. 

First of all, the raw data were collected and preprocessed to get 

clean, complete and smaller size so as to optimize the 

classification (Decision Tree) and association rule mining 

techniques. It was very important to use different data 

reduction techniques to reduce the data into about 227000 

records such as concept hierarchy and other techniques. 

Decision Tree algorithms were applied to classify the 

preprocessed data from which the conclusion mentioned above 

is obtained. Association rule mining using Apriori algorithm 

was also used to, find the Relationships between different 

suspect of attributes and the crimes, the results showed that the 

higher support and confidence were obtained with male, middle 

age and black suspects, as shown clearly in table II, III and IV 

and the figures 6 to 8. 
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