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Abstract

One of the mterested research topics i the field of operating systems 1s Job Shop
Scheduling. This paper produced Optimized Ant Preempted Job (OAPJ) algorithm to
enhance the work of job shop environment in order to get better utilization for the
machines. OAPJ algorithm is tested over a simulated environment for processes with
burst time that are generated randomly. The simulated environment represents a
factory environment with multiple machines as nodes and the products are the
processes. Ant Colony Optimization ACO algorithm was used for process movement
across the machines with fitness function of minimizing the makespan time,
meanwhile on each machine, Preempted Shortest Job First SJF and Round Robin RR
with mean time slice value, were used to manage scheduling on those machmes. The
preempted Shortest Job First had better results than Round Robin.

Keywords: Job Shop Scheduling, Makespan, Ant Colony Optimization, Fitness,
Preempted Shortest Job First, Ant Preempted Job, Round Robin.

Introduction

Job-Shop Scheduling Problem (JSP) i1s an NP complete problem (Non-
Deterministic Polynomial time complete). JSP deals with machine’s allocation to a
specific operation, with the effect of tume interval in order to minimize the total time
for job-processing and to avoid executing two jobs at the same time and on the same
machine ( Wickramasinghe & WR.M.UK., T+ ¥).

ACO is a metahuristic search approach; it is used for sloving multiple types of
NP-hard problems, like classical JSP, and others (Mahdavinejad & R.A., 2010).

This paper proposed (OAPJ) algorithm to manage and control the work of job
shop scheduling problem environment by using scheduling algorithm to manage work
on each node on the network graph that constructed upon the ACO with fitness
function as minimum waiting time. Hence, the mamn objective of this paper 1s to
mimimize the total time where process or product can spent in a system or factory that
contains multiple machines.

However, most papers and previous work related to JSP problems used ACO to
arrange the machines with simple scheduling problems, but did not use preempted SJF
scheduling algorithm and compare it with another scheduling algorithm like Round
Robin scheduling algorithm with time slice value calculated for the average of
execution times of jobs on a certain machine.

This paper 1s organized as follows: first review about ACO and JSP environment,
second related work, third the proposed idea of APJ-algorithm with an example for
implementing the algorithm, fourth conclusion with future work, finally references.
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Related Work

Many research have been done m the area of JSP, some of them constraint on
clustering the machines according to specific features and depending on ACO
algorithm with multiple tests on changing the ACO parameters to get better results, on
the other side some others worked on the scheduling part for each machine, as we can
see in the following part of related work section.

Mainly, (Kaur and kaur, 2015) used ACO technique on JSP environment without
any optimization to minimize makespan.

(Rui et al 2014) proposed an idea of changing the pheromone value of certain
paths, after each cycle by using scheduler builder on each solution. It was done after a
process of computing multiple values and selects the best one. However, they used the
(AS-JJS) Ant system to search on specific area of the graph, in order to get better
results.

Moreover, (Ponnambalam et al 2014) connected the work between FISP and ACO
based heuristic. And (You-Xin, M et al 2009) presented multiple types of scheduling
problems, like; multiprocessor scheduling, JSP, and other types with applying ACO on
those problems.

Furthermore, (Mahdavinejad & R.A., 2010) presented a new technique for
calculating makespan values; by working on a single-processor JSP environment with
an optimized ACO algorithm based on priority technique. The proposed idea was a
hybrid technique from SA, GA, and ACO algorithms.

However, they clustered the machines according to their functions, and for each
process there was two times; processing setup time, and processing time. All
allocations are affected by machine’s priority.

Moreover, (Huang et al 2008) proposed a new algorithm for combining ACO with
fast taboo in order to minimize makespan m JSP, they optimized their work by
defining their own pheromeone trail with the help of dynamic greedy heuristic method.

Furthermore, (Omkumar et al 2008) implemented traditional JSP and compared
the results with several dispatching rules by using multiple values of ACO algorithm to
minimize makespan time. While, (Zhang et al 2006) applied ACS on JSP with multiple
values; P, «, and p also they added two extra nodes to the graph. They called them
dummy-start and dummy-end to make boundaries for job finishing.

Finally, (Montgomery et al 2006) proposed a new approach for computing the
operation’s priority with the help of applying dispatching rules on each machine. They
mtegrated work with fuzzy processing.

Generally, no work has been done to cover the best utilization of JSP machines, so
there is a probability of being idle. Hence, this work used ACO for better rout and two
types of scheduling algorithms in order to get better results in machines’ utilization. In
the same time the products should spend the minimum time in the system.
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Scheduling algorithms

One of the mam factors that affect operating systems performance 1s CPU
utilization. This can be achieved by using a scheduling algorithm that prevent the CPU
from being idle, in other words allocating all available resources in best way. This
paper used Shortest Job First (SJF) algorithm and Round Robin scheduling algorithms
to be built with ACO work, but in Round Robin the time slice 15 calculated as we
previously discusses in (Jarrah and Hakkak, 2014). The following are two examples of
how preempted SJF and RR work.

Examplel (preempted SJF)

Process | Burst | Arrival 2 4 2

P, 2 0 P; Py Py

P, 4 2 0 2 6 8

| 2 6 W-P,=0-0=0
W-P;=2-2=2
W-Ps=6-6=0

Example2 (RR with mean time slice)

Process | Burst | Arrival 2 2 2 2

P, 2 0 P- P, P, P;

P; 4 2 0 7 Z 6 8
Py 2 6 Q or time slice=8/3=2

W-P,=0-0=0
W-P;=(2-2)+(6-4)=2

W-P:=6-6=0
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Ant Colony Optimization (ACO)

A metaheuristic is a feature of multiple types of algorithms; those algorithms are
be used with heuristic concepts and applied on different kinds of problems
(Darquennes, 2005). As an example, we will constraint on ACO. It’s one type of
metaheuristic search method, which is inspired by real ant’s behavior (Aggarwal et al,
2012).

However, ACO also known as “Ants System”; were proposed first for solving
traveling salesman problem. Mainly, the area of cities is represented as a graph or
network of nodes. While traveling ants build new solution on that graph, were the
graph’s edges contain two types of information’s that help ants in its decision of move.
Hence, there should be some pre-work or pre processing to should be done for
information’s gathering about the graph; also there will be another kind of
nformation’s to be modified during the work of the algorithm. One of the main factors
that affect the performance is the number of ants that followed the path’s pheromone
(Liu et al, 2012).

However, when ants walk between source-node and destination-node it uses the
pheromone from its tail to mark the path as the best choice. This pheromone represents
a long-term memory about the ant’s searching process that is updated by the same ant.
Moreover, when arriving into path intersection, where decision should be made to
follow the best path; the ant should decide after applying some steps for probabilistic
decision depending on the amount of pheromone. Finally, the best path or the shortest
path will be marked with the greatest amount of pheromone (Alonso et al, 2003).

Hence the ants are blind; the pheromone is the main communication tool between
the ants, so they would be guided by the strength of path’s pheromone.

Furthermore, there are two types of pheromone’s deposit; those are:
Y- Online step by step pheromone update; direct deposit after each move.
Y- Online delayed pheromone update; one update is made after end of solution (Yu
& H., 2014) and (Contreras et al, 2008).
Ant Colony optimization algorithm may be summarized as follow:
V- Initialize ACO parameters (Q, t(0), o, B, p), t-iteration, i-source city, J-
destination city, k-ant index.
Where b=1/d; ........ Equation(1)
Y- Loop
a. Randomly Position num_ant ants on num-city cities.
b. For step=1 to num-city
1. For k=1 to num_ant
[r5;(£)]%.[n: ()] P
Ehfjk[ﬁj(t)]“-[m;(ﬂ]ﬁ

V. PE(E) =

....... Equation(2)

End for
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1. If R,< Py, then move to town h
Else repeat R, and compare again

ii. At (t) = Li cevevro.... Equation (3)
K
End for
e Tl Ed)= [ =p)0(0) £ 87,5 (1) vninini Equation (4)

V- Until end condition (Selvi & Umarani, 2012).

The following figure represents the searching process within ACO method (Jia &H.,
2015):

Initialize ACO Parameters

-

¥

Using Pheromone trail with random seeds to
build the solution

l

Pheromones update by increasing good paths

and 1gnore others

No

F 3

Satisfy

Get output and pheromone value

Figure (1): Ant Colony Optimization ACO process
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Job shop Scheduling Problem (JSP)

When having multiple resources with a specific time to do some tasks, scheduling
is the best choice as a solution to this problem (Blazewicz et al, 1996). Those kinds of
problems should be represented in a graphic or network way, which contains nodes to
represents the resources (or operations) (Bertsimas et al, 1999).

For any process there is a process planning in which certain machine type is
assigned to certain process. Hence, we need an integration method to connect
scheduling with process planning to optimize processing and avoid bottleneck
problems. All this can be done when having alternative machines and routings. Job
shop needs scheduling algorithms to manage the multiple copies of some machines (or
resources). And some of those machines may become busy for long terms (Aggoune &
R., 2004).

In JSP world, scheduling represents some multiple stages that jobs or product
should go through, but it would be bounded by start-time and end-time to get the final
task in complete way (Moghaddas & Houshm, 2008).

Proposed Idea
Before discussing our proposed idea, some assumptions should be reviewed first.

» Some critical machines would appear with multiple copies, to prevent delay.

» In order to get best performance we need an integration between process
‘operation and scheduling to manage those operations, with the availability of
multiple routes, to avoid congestion.

» The benefit of multiple routes is to enhance machine’s utilization, to prevent idle
problem.

» There would be a number of machines (M), with multiple jobs (N), as (J, to J,.),
where each job or product needs multiple operations on different machines, in
order to complete its processing.

» There is no job priority, instead job preemption is allowed in scheduling. Also it
compared with round robin method.

» The main objective is to complete all operations with the minimum makespan
time; this 1s also the fitness function of the heuristic method.

Optimized Ant Preempted Job (OAPJ) Algorithm, main steps
Part-1 (Request to access):
- Request for graph type (for example ACO) to represent the JSP problem and

number of nodes (or machines) to build the environment.
T- Request the scheduling type on the nodes (for example preempted shortest
job first, and Round Robin), or it may be as multi layer.



(1A} o paiadl 5 Al sl alall 3l il 4 Ak

Part-2 (ACO + preempted SJF or RR with mean time slice):
\- Draw ACO graph or network for JSP problem and identify the machines of

each node with describing the alternative machines, and the weight values of
edges.

T- Initialize the jobs or products, and the machines they need proceed in order to
complete their work.

V- Apply ACO algorithm to move jobs or products, between nodes or machines.

£- For scheduling, on each node (or machine) apply preempted SJF algorithm,
or apply Round Robin algorithm, results comparison.

o- Update Pheromone values on edges, for future choose of routes.

1- If not in destination, then go to step-2 part 3 to re-apply ACO with ignoring
visited nodes or machines, and in case of “equal nodes functions” they should
be treated as routers. Else, if its destination then apply scheduling algorithm
on the destination node.

Part-3 ( Makespan Calculation):
For each job calculate the Makespan time value; as follows:
Makespan =X waiting time+ X Processing time+ X Path time

The following figure, figure (2), represents the proposed idea:
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User

Schedule
Type

Request 5

Graph
DB

Input number of nodes

Input processes

p, o, and
Draw the network Graph Fdge weight

‘—
Other

b parameters

Ty
P ]

¥

To ignore visited city

—b

Use search method to move to next machine

Retrieve
the used
machines

S

l

Update Pheromone edges

l

Apply scheduling Algorithm on visited machines (preempted SJF) or
RR affected by arrival time for processes on each intermediate machine

Destination?

Calculate Makespan value for processes:
Makespan=E waiting + L Processing + I Path

Figure (2): OAPJ algorithm
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Example:

50,1 A 50,1

50,2 ISU,E
502 | B 2
50,2 50,2

Figure (3): Machine’s network before processing

Assumptions:

- Q=50, Tp=1, u=1.5, p=2, and p=0.2

- Alternative nodes (equal in their functions), are: (A,B.C), (X.Y), and (Z,W) ; all
mterior nodes are bounded by start-node (S), and end-node (D).

- Some ants may prefer executing nodes than routing nodes.

The following is the graph, figure (4), is a result of implementing figure (3) with
OAPJ algorithm:

6331 A 39.3,1
9.3 T \ Zz
\-f'? 0.4.2 - i
62.2 B )‘3/ lﬁ

b

x2

] 6.6,2
6,2

673
/'g'_’;'j""j"“* l
047z
T7.2.3 w
ol C -~

Figure (4): Machine’s network after processing

136,1
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The following table, table (1), contains all the values for implementing the
proposed algorithm (OAPJ). There were ten different types of products called as
processes, with different burst time for each process. The table also contains the
calculated waiting time using two different scheduling algorithms and path distance
with final makespan value.

Mainly OAJP was implemented in C# environment with the use of XML files as
database to store pre used information to improve OAPJ-algorithm.

P- P- P-waiting P-waiting with Round P- P-makespan | P-makespan
name | Burst with SJF- Robin (g=average of | path
preempted bursts) With SJF- With Round
preempted Robin
With non With non-zero arrival (q=average of
zero arrival time bursts)
time
RR:
P 7 8 4 4 | (7+8+4)=19 | (7+4+4)=15
P; 11 2 2 7 20 20
P; 16 3 5 8 32 29
P4 21 20 25 6 47 A2
Ps 26 33 39 6 65 74|
Ps 6 7 17 5 18 28
P; il 1 9 6 18 26
Ps 16 23 23 i1 46 46
Py 21 23 37 i % 65
Pio 26 24 30 4 54 60

Table (1): Example’s values and results of OATP algorithm with preempted SJF and RR
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80

: /\ ~
:z \\ /_' SJF-makespan
\~/

10

s RR-makespan

PL P2 P3 P4 P5 P6 P7 P3 P9 PID
Figure (°): Experiment results

However, figure (5) shows makespan value when using each type of scheduling
algorithms. Generally SJF gave better results than RR.

Conclusion

Machines unavailability is a huge problem for manufacturing systems; hence
many researchers were interested in the job shop scheduling problem.

This paper i1s interested in minimizing total spent time for jobs in those
manufacturing systems; which denoted by makespan time value, with best utilization
for the machines

The paper proposed OAPJ algorithm that constrained on enhancing JSP
environment; which is constructed using ACO and scheduled with preempted SJF and
RR scheduling algorithms, in order to minimize makespan value.

However, the results showed in figure (5) that applying preempted SJF scheduling
algorithm gives better results, less makespam value, than RR algorithm in ACO
environment.

Future Work
V. In order to reduce network overhead, we should use threshold limitation on

nodes or machines to get different alternative routes.

Y. Use the same simulation area to implement the ACO on the same network with
modifying its parameters; P, o, and p. Because P, o values affects the
probability equation of ACO; while p affect the updated pheromone equation.
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