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 المستخلص :

عند استخدام تحليل متعدد المتغيرات مع مجاميع البيانات ذات الابعاد العالية , غالباً ما نستخدم تحليل المركبات 

 ( لتقليص تلك الابعاد .PCAالرئيسية )

( على دراسة العلاقة بين مجموعة من المتغيرات عالية الابعاد PCAحيث يعمل تحليل المركبات الرئيسية )

ة جديدة من المركبات والتي تلخص المتغيرات المقاسة وتكون مؤهلة لتفسير معظم وتحويلها الى مجموع

مصفوفة التباين المشترك او مصفوفة التباين الكلي للبيانات الاصلية ويعتمد بصورة رئيسية على حساب 

لتباينات للشروط , الا ان هذا التحليل يتأثر بطبيعة البيانات ولا يمكن اجراءه الا بعد تحقيق مصفوفة االارتباط 

الخاصة بها قبل البدء بالتحليل ومن هذه الشروط هي الخطية في البيانات وبما ان بيانات الظاهرة المدروسة 

              في هذا البحث لا تحقق هذه الصفة كونها تتصف بخاصية اللاخطية عليه تم اللجوء الى استخدام دالة 

(RBF KERNELاللبية في تحليل المركبات )  الرئيسية, والتي تعتمد في حسابها على معلمة التمهيد

)عرض الحزمة( وقدرت في بحثنا هذا بمجموعة من الطرق هي )مقدر المربعات الصغرى للعبور الشرعي 

(LSCV( مقدر العبور الشرعي المتحيز , )BCV( مقدر العبور الشرعي الممهد , )SCV مقدر قاعدة , )

قها على البيانات الناتجة من تجارب المحاكاة لحجوم العينات المختلفة )صغيرة , ( ( , وتطبيPIالملئ المباشر )

عدد المركبات الرئيسية الفعالة التي تزيد قيم الجذور متوسطة , كبيرة( , والمقارنة بين تلك المقدرات من خلال 

 . الذاتية لها عن الواحد الصحيح وما يقابلها من النسبة في تفسير التباين الكلي

 

 

 

 , BCV LSCV ,, الدوال اللبية , تقدير عرض الحزمة  KPCA  ,RBF KERNELالكلمات المفتاحية : 

 , SCV , PI  . 

 ــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ   

 . *بحث مستل من رسالة ماجستير قيد المناقشة  
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comparing bandwidth estimatore (smooting parameter) by Using Of 

Kernel function in the principal Component Analysis 

 

Abstract  

Always Principal Component Analysis (PCA)  used multivariate analysis 

with high dimensional data sets, often using Principal Component 

Analysis (PCA) to reduce these dimensions,                                                                                                          

The Principal Component Analysis (PCA) based on the study of the 

relationship between a group of high-dimensional variables and convert 

them to a new group of components,The principle component analysis 

based on study the relation between the high dimension variable  group  

and transfer it to new groups of components Which summarizes the 

measured variables and be qualified to explain the most of the contrast 

of the original data , and it depends mainly on the calculation of the 

covariance matrix or correlation matrix but this analysis is affected by 

the nature of the data, it can be performed only after the covariance 

matrix achieve to the conditions before starting their own analysis. One 

of these condition is the linearity of data , Since the data of the 

phenomenon studied in this research do not achieve this status being 

characterized by non-linear feature, so  it was resorting to the use of 

Kernel functions in the analysis of the principle components ,which is 

based on its  calculated on the beginning identification (bandwidth) 

estimated in our research with variety methods ,are Least Squares Cross 

Validation (LSCV), biased crossing valid (BCV), Smoothed Cross-

Validation (SCV) , Direct Plug-in Rule (DPI) . comparing these estimatore 

through the effective principle components numbers when their eigen 

values increasing more than one and corresponds from the ratio in 

explain the Total variance . 
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 Introductioالمقدمة                                                                               -1

المتغيرات والذي يعتبر من المواضيع المهمة والاساسية في التحليل الاحصائي فالتطور يعد تحليل متعدد 

التكنولوجي والعلمي في آن واحد زاد من استخدام تحليل متعدد المتغيرات لما له من اهمية في تحليل الظواهر 

 ولكافة الابعاد والعالية منها على وجه الخصوص .

يسية من خلال مجموعة خصائص تميزها عن غيرها , ولا يمكن التعامل مع وتأتي اهمية تحليل المركبات الرئ

تحليل المركبات الرئيسية الا بعد تحقيق مصفوفة البيانات للشروط الخاصة بها قبل البدء بالتحليل ومن هذه 

مل الشروط هي الخطية في البيانات والتي قد نجد مجاميع من البيانات لا تحقق هذه الصفة لذا يصبح التعا

بالتحليل العادي غير مقبول لانه لا يعطي نتائج يمكن الوثوق بها فمن احدث الوسائل في التعامل مع البيانات 

متعدد المتغرات والتي لا تحقق شرط الخطية هي اللجوء الى الدوال اللبية بكافة انواعها والتي تعتمد في 

 من طريقة. مة( والتي تحسب بأكثر حسابها على معلمة التمهيد )عرض الحز

 Purpose of searchهدف البحث :                                                      -2

( من خلال استخدام الدوال اللبية في تحليل  Nonlinear Dataدراسة وتحليل البيانات غير الخطية ) 

افضل النتائج  ( والتوصل الى Kernel Principal Component Analysis المركبات الرئيسية )

 .من خلال المقارنة بين معالم مختلفة للتمهيد 

                                الجانب النظري :                                          -3

 5][8][9][10][11][15][ الدوال اللبية في تحليل المركبات الرئيسية : 3-1

 (Kernel Function Principal Component analysis)   

تعتبر الدوال اللبية من المواضيع الحديثة والمهمة لما لها من تطبيقات يصعب على الطرائق الكلاسيكية التعامل 

( أي انها تسعى الى PCAمعها حيث انها تستعمل نفس الفكرة الاساسية لطريقة تحليل المركبات الرئيسية )

مجموعة كبيرة من المتغيرات الى عدد اقل بحيث تكون المتغيرات الناتجة من عملية التحويل والتي تحويل 

تدعى بالمركبات )المكونات أو المحاور( الرئيسية تفسر اكبر قدر من التباين الكلي للبيانات الاصلية وذلك 

 ستخراج في ا بأستعمال الدوال اللبية )دوال كيرنل أو دوال التحويل غير الخطية (

ذات الابعاد العالية الى فضاء  𝑹𝒅لتحويل البيانات من الفضاء الاصلي  ( Kernel Matrix مصفوفة اللب ) 

 . Fذات ابعاد منخفضة  والمسمى بفضاء الميزة ويرمز له بالرمز 

نات الخطية ولايضاح فكرة الدوال اللبية بصورة مبسطة لا بد من التطرق الى الحالة الاعتيادية وهي حالة البيا

 وكيفية التعامل معها تمهيداً لفكرة الدوال اللبية وكيفية التعامل مع البيانات غير الخطية وكالاتي .

 على سبيل المثال 
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, 𝒙𝒊)لو كانت لدينا مجموعة من البيانات الخطية تتضمن المشاهدات   𝒊 = 𝟏, 𝟐, … … , 𝑵) . 

𝒙𝒊 ∈ 𝑹𝒅 

 اذ ان :

 : 𝑹𝒅 للبيانات .يمثل الفضاء الاصلي 

 وبافتراض ان انحرافات القيم عن وسطها الحسابي يساوي صفر .

 ∑ 𝒙𝒊 

𝑵

𝒊=𝟏

= 𝟎 

 (𝛌𝐢)فيكون التعامل مع هذه البيانات بتحليل المركبات الرئيسية الاعتيادي , ويتم استخراج الجذور المميزة 

 من خلال حل المعادلة الاتية . (𝐛𝐢)المقابلة للموجهات المميزة 

𝐂𝐕 =  𝛌𝐕 ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯  ⋯ ⋯ … … …           ⋯ ⋯ ⋯ (𝟏) 

 اذ  أن :

: 𝐂  مصفوفة التباين والتباين المشترك المحسوبة بطريقة تحليل المركبات الرئيسية الاعتيادي وفق الصيغة

 الاتية .

𝐂 =
𝟏

𝐍
∑(𝐱𝐢)

𝐍

𝐢=𝟏

(𝐱𝐢)
′ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯                                ⋯ ⋯ ⋯ (𝟐) 

 تصبح . ( 𝒙𝒊)( بــ 2-18وبضرب طرفي المعادلة ) 

𝒙𝒊  𝐂𝐕 =  𝛌 (𝒙𝒊 𝐕 ) ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯        … … …             ⋯ ⋯ ⋯ (𝟑) 

الا انه عندما تكون البيانات غير خطية وذات الابعاد العالية فتصبح الالية المتبعة اعلاه غير مجدية وبالتالي يتم 

ذات الابعاد العالية  𝑹𝒅تي تعمل على تحويل البيانات من الفضاء الاصلي اللجوء الى استعمال الدوال اللبية وال

 وكالاتي: Fالى فضاء ذات ابعاد منخفضة  والمسمى بفضاء الميزة ويرمز له بالرمز 

  → 𝑭𝛟 ∶ 𝑹𝒅 

 اذ ان :

𝛟  التحويل من الفضاء الاصلي للبيانات :𝑹𝒅  الى الفضاء𝑭 . 

 وعلى سبيل المثال :

𝑿 = {𝒙𝟏, 𝒙𝟐} 

 فأن :

𝛟(𝑿) = {𝑿𝟏 
𝟐 , 𝑿𝟐

𝟐, 𝑿𝟏𝑿𝟐 , 𝑿𝟐𝑿𝟏}                                                        ⋯ ⋯ (𝟒) 

 وبافتراض ان البيانات متمركزة )انحرافات القيم عن وسطها الحسابي يساوي صفر( أي ان .

∑ 𝛟(𝒙𝒊 
𝑵
𝒊=𝟏 ) = 0                                                                      ⋯ ⋯ (𝟓)  
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 فتكون الصيغة العامة لايجاد المركبات الرئيسية هي :

𝐘𝐢 = 〈𝑽𝒊 , 𝛟(𝐱𝐢)〉   

     = 𝒃𝐣 〈𝛟(𝐱𝐢)  𝛟(𝐱)〉  

     =  ∑ 𝒃𝐢

𝐩

𝐢,𝐣=𝟏

𝐊(𝐱𝐢, 𝐱)  ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ (𝟔)   

 اذ ان :

𝑽𝒊  ( يمثل المتجه المميز :i ( والذي يقابل القيمة المميزة )𝛌𝐢  والذان يحددان ترتيب المركبة الرئيسية )(𝐘𝐢) 

ويحقق نفس الشروط التي تحققها المتجهات المميزة في تحليل المركبات الرئيسية الاعتيادي , والذي يحسب 

 وفق الصيغة :

𝑽𝒊 = ∑   

𝐍

𝐢=𝟏

𝐛𝐢  𝛟(𝐱𝐢) ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯    ⋯ ⋯ ⋯ ⋯ ⋯ (𝟕) 

 

𝒃𝐢  تمثل معاملات :𝛟(𝒙𝒊 ) . 

𝑽𝒊
′𝑽𝒋 = {

𝟎      𝐢𝐟  𝐢 ≠ 𝐣
     

𝟏      𝐢𝐟  𝐢 = 𝐣
               𝐢, 𝐣 = 𝟏, 𝟐, … … , 𝐩   ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ (𝟖) 

 

( المذكورة انفاً 1من خلال حل المعادلة رقم ) 𝑽𝒊المقابلة للموجهات المميزة  (𝛌𝐢)ويتم الجذور المميزة 

المحسوبة بأستعمال الدوال اللبية في تحليل المركبات الرئيسية بدلاً من  𝐂̅باستعمال مصفوفة التباينات 

 المحسوبة بطريقة تحليل المركبات الرئيسية الاعتيادي . 𝐂المصفوفة التباينات 

𝐂̅𝐕 =  𝛌𝐕 ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ (𝟗)  

 

 حيث ان :

 𝐂̅: مصفوفة التباين والتباين المشترك المحسوبة بطريقة التحليل اللبي وفق الصيغة : 

𝐂̅ =
𝟏

𝐍
∑ 𝛟(𝐱𝐢)

𝐍

𝐢=𝟏

 𝛟(𝐱𝐢)
′ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯     ⋯ ⋯    ⋯ ⋯ ⋯ (𝟏𝟎) 

 

( والمعادلة 7(  , نعوض المعادلة رقم )𝑽𝒊( الضرورية لأيجاد المتجهات المميزة )𝐛𝐢ولايجاد قيم المعاملات )

 ( :𝟗( في المعادلة رقم )10رقم )
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[
𝟏

𝐍
∑ 𝛟(𝐱𝐣) 𝛟(𝐱𝐣)

′
𝐍

𝐢=𝟏

] [∑   

𝐍

𝐢=𝟏

𝒃𝐢  𝛟(𝐱𝐢)] =  𝛌 [∑   

𝐍

𝐢=𝟏

𝐛𝐢  𝛟(𝐱𝐢) ]          ⋯ ⋯ (𝟏𝟏) 

 

 

 تصبح : (𝛟(𝐱𝐤)( بـــــ )11وبضرب طرفي المعادلة رقم )

𝛟(𝐱𝐤) [
𝟏

𝑵
∑ 𝛟(𝐱𝐣) 𝛟(𝐱𝐣)

′
𝐍

𝐣=𝟏

] [∑   

𝐍

𝐢=𝟏

𝐛𝐢  𝛟(𝐱𝐢)] =  𝛌 [𝛟(𝐱𝐤) ∑   

𝐍

𝐢=𝟏

𝐛𝐢  𝛟(𝐱𝐢)] 

 وبأعادة ترتيب المعادلة اعلاه تصبح :

 [
𝟏

𝑵
∑  

𝐍

𝐢=𝟏

𝐛𝐢 〈𝛟(𝐱𝐤) ∑ 𝛟(𝐱𝐣) 

𝐍

𝐣=𝟏

〉 〈𝛟(𝐱𝐣), 𝛟(𝐱𝐢)〉]  =  𝛌 [∑  

𝐍

𝐢=𝟏

𝐛𝐢 〈𝛟(𝐱𝐤)  𝛟(𝐱𝐢)〉] 

   . . (𝟏𝟐) 

( الا انه  ليس من السهل 𝛟( يتبين ان ايجاد المعاملات يعتمد على حساب قيم الــ )12ومن خلال المعادلة رقم )

( والمبينة لاحقاَ  والتي تحسب وفق k( )Kernel Matrixوبالتالي تم  اللجوء الى مصفوفة اللب )حسابها , 

 الصيغة الاتية:

 

𝑲 =  〈𝛟(𝐱𝐣), 𝛟(𝐱𝐣)〉 ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯  ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ (𝟏𝟑) 

 نحصل على :

𝟏

𝑵
∑ 𝐛𝐢

𝐍

𝐢=𝟏

∑   

𝐍

𝐣=𝟏

𝑲𝒌𝒋𝑲𝒋𝒊 =  𝛌 ∑ 𝐛𝐢

𝐍

𝐢=𝟏

𝑲𝒌𝒊  ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ (𝟏𝟒) 

 

 ( نحصل على :N( بــــ )14المعادلة )وبضرب طرفي 

 

𝑲𝟐𝒃 =  𝛌𝑵𝑲𝒃 ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ (𝟏𝟓) 

 

𝑲𝒃 =  𝛌𝑵𝒃 ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ (𝟏𝟔) 

 

𝑲𝒃 =  𝛌̃𝒃 ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯   ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ (𝟏𝟕) 
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 و ان : 

𝛌̃ =  𝛌𝑵 ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯  ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ (𝟏𝟖) 

 

𝐊]( هو أن تكون المصفوفة  𝒃𝒊والشرط اللازم لايجاد المعاملات الجذور المميزة )  − 𝛌̃𝐈]  منفردة , اي إن

 قيمة محددها يساوي صفر .

 

|𝐊 − 𝛌̃𝐈| = 𝟎 ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ (𝟏𝟗) 

 

( وبحل هذه المعادلة يمكن ايجاد Characteristic Equation( بالمعادلة المميزة )19تسمى المعادلة )

 ( . 𝑽𝒊( المناظرة للموجهات المميزة ) 𝝀𝒊قيمة الجذور المميزة )

 5][8][9][10][11][15][:  (Kernel Matrixمصفوفة اللب   ) 3-2

( وتمتلك هذه المصفوفة خاصية التماثل  𝑲يرمز لها بالرمز)  (𝑵𝒙𝑵)وهي مصفوفة مربعة من درجة 

 (Symmetric  أي ان )𝑲𝒊𝒋 =  𝑲𝒋𝒊  ( لكل زوجj,  I( كما انها مصفوفة شبهة موجبة ,  )Sime 

Positive. ) 

على قيمة معلمة التمهيد ويتم حساب مصفوفة اللب من خلال استعمال الدوال اللبية والتي تعتمد في حسابها 

 ( وتكون الصيغة العامة لهذه المصفوفة هي :h)عرض الحزمة ( والتي يرمز لها بالرمز )

𝑲 =  [𝑲𝒊𝒋 = ⟨∅(𝑿𝒊 ,   ∅(𝑿𝒋)⟩]  

     = [𝑲(𝑿𝒊 , 𝑿𝒋) ]   ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ (𝟐𝟎)     

 اذ ان :

 : 𝑲. تمثل مصفوفة اللب 

  :  𝑲(𝑿𝒊 , 𝑿𝒋) اللبية .تمثل الدالة 

 كما ان هذه المصفوفة تحتوي على جميع المعلومات المطلوبة لحساب ازواج المسافات بين مجموعة البيانات .

 المستعملة في هذا البحث : (RBF KERNELويتضمن الجدول ادناه الصيغة الرياضية لدالة )

 

 

 

 

 

 

https://inst.eecs.berkeley.edu/~ee127a/book/login/l_mats_special.html
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 (1-3جدول رقم )

 الدوال اللبية المستخدة في البحث

𝑲(𝑿𝒊 , 𝑿𝒋) 𝑲𝒆𝒓𝒏𝒆𝒍 

h: bandwidth 𝒆𝒙𝒑 (−
‖𝒙𝒊 − 𝒙𝒋‖

𝟐

𝟐𝒉𝟐
) 

Radial Basis Functions 

RBF 

  

 اذ ان :

𝐡(  :Bandwidth( عرض الحزمــة او تعرف بمعلمة التمهيد )Smooth Parameter .) 

d  درجة دالة :Polynomia)l) 

 

 

 

 5][8][9][10][11][15][توسيط البيانات في فضاء الميزة  3-3

 (Centering Data In Feature Space: ) 

ذكرنا سابقا بأفتراض ان تكون البيانات متمركزة )أي ان انحرافات القيم عن وسطها الحسابي يساوي صفر( 

( , الا انه وبصورة عامة من الصعب جداً الحصول على بيانات تتمتع بهذه 22 - 2وكما جاء في المعادلة رقم )

لبيانات , وكما تبين أنفا ان ايجاد المركبات الرئيسية بأستعمال الدوال اللبية يعتمد الميزة وبالتالي يجب توسيط ا

بشكل رئيسي على مصفوفة اللب فبالامكان اجراء عملية التوسيط لمصفوفة اللب والذي بدوره ينعكس على 

 البيانات بفضاء الميزة وكما يأتي :

∅̃(𝑿𝒊) =  ∅(𝑿𝒊) − 
𝟏

𝐍
∑ 𝛟(𝐱𝐤)

𝐍

𝐤=𝟏

                    ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ (𝟐𝟏) 

 ( نحصل على :37-2( في المعادلة رقم ) 38-2وبتعويض المعادلة رقم ) 

𝑲̃ = ( ∅(𝑿𝒊) − 
𝟏

𝐍
∑ 𝛟(𝐱𝐤)

𝐍

𝐤=𝟏

)

′

(∅(𝑿𝒋) − 
𝟏

𝐍
∑ 𝛟(𝐱𝐤)

𝐍

𝐤=𝟏

) 

   =  𝑲(𝑿𝒊 , 𝑿𝒋) − 
𝟏

𝑵
∑ 𝑲(𝑿𝒊 , 𝑿𝒌)

𝐍

𝐤=𝟏

−
𝟏

𝑵
∑   

𝐍

𝐤=𝟏

𝑲(𝑿𝒋 , 𝑿𝒌) +
𝟏

𝑵𝟐
∑   

𝐍

𝒍,𝒌=𝟏

𝑲(𝑿𝒍 , 𝑿𝒌) 

𝑲̃ = 𝑲 − 𝟐 (𝟏𝟏

𝑵

) 𝑲 + (𝟏𝟏

𝑵

) 𝑲 (𝟏𝟏

𝑵

)    ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯         ⋯ ⋯ ⋯ ⋯ (𝟐𝟐) 

 حيث ان :
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   : 𝑲̃. تمثل مصفوفة اللب الجديدة بعد اجراء عملية التوسيط 

 : (𝟏𝟏

𝑵

( جميع عناصرها تساوي )MxMيمثل مصفوفة مربعة من درجة )(
𝟏

𝑵
. ) 

 

 : (h)طرائق تقدير عرض الحزمة)معلمة التمهيد(   3-4

bandwidth estimating Methods ( smooting parameter ) : 

 قبل التطرق الى الطرائق المستعملة في تقدير معلمة التمهيد لا بد من معرفة ماهية هذه المعلمة :

(، و لها تأثير واضح في عملية التقدير لكونها تؤثر Free Parameterوهي عبــارة عن معلمــة حرة )

والتباين و بزيادة عرض الحزمة يزداد التحيز ويتناقص التباين والعكس صحيح ونتيجة بشكل كبير في التحيز 

 لذلك تؤثر هذه المعلمة في درجة تمهيد المنحنى واقترابه من المنحنى الحقيقي .

( توجد العديد من الطرائق , سنركز في هذا البحث على hلتقدير قيمة عرض الحزمة )معلمة التمهيد( )

 ما يلي :مجموعة منها وك

  

𝑪𝒓𝒐𝒔𝒔طريقة العبور الشرعي ) 3-4-1 − 𝑽𝒂𝒍𝒊𝒅𝒂𝒕𝒊𝒐𝒏:  ) 

 ( وتقسم الى :hتعد طريقة العبور الشرعي احدى الطرائق المعروفة لتقدير معلمة التمهيد )

 ( :LSCVطريقة المربعات الصغرى للعبور الشرعي ويرمز لها ) 3-4-1-1

[17],[16],[3],[2],[1]: (𝑳𝒆𝒂𝒔𝒕 𝑺𝒒𝒖𝒂𝒓𝒆𝒅 𝑪𝒓𝒐𝒔𝒔 𝑽𝒂𝒍𝒊𝒅𝒂𝒕𝒊𝒐𝒏    ) 

( وتعد Rudemo/ م( من قبل )1982اقترحت طريقة المربعات الصغرى للعبور الشرعي في عام )

من  (𝑰𝑺𝑬)( من خلال تقدير hمن افضل الطرائق وأكثرها استعمالاً لأيجاد قيمة معلمة التمهيد )

 . (𝒉)يرها عند كل البيانات المتوفرة وتصغ

𝑰𝑺𝑬(𝒉) = ∫[𝒇̂(𝒙) − 𝒇(𝒙)]
𝟐

𝒅𝒙

∞

−∞

  

  =  ∫ 𝒇̂𝟐(𝒙)𝒅𝒙 − 𝟐 ∫ 𝒇̂

∞

−∞

(𝒙)𝒇(𝒙)𝒅𝒙 + ∫ 𝒇𝟐(𝒙)𝒅𝒙

∞

−∞

∞

−∞

            … (𝟐𝟑) 

 حيث نجد ان الحد الوحيد المراد تقديره في المعادلة اعلاه هو :

∫ 𝒇̂

∞

−∞

(𝒙)𝒇(𝒙)𝒅𝒙   

 للحدين الاخرين فأن :أما بالنسبة لانه الحد الوحيد الذي يعتمد على معلمة التمهيد , 

∫ 𝒇𝟐(𝒙)𝒅𝒙
∞

−∞
 ( . 𝒉مقدار لا يعتمد على قيمة معلمة التمهيد )      
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∫ 𝒇̂𝟐(𝒙)𝒅𝒙
∞

−∞
 قيمة معلومة تحسب من البيانات .     

 

 ( يكون مساوي الى تقليل: 𝒉( بالنسبة الى )  𝑰𝑺𝑬وبطرح الحد الثابت نرى بأن تقليل ) 

𝑰𝑺𝑬(𝒉) − ∫ 𝒇𝟐(𝒙)𝒅𝒙 = ∫ 𝒇̂𝟐(𝒙)𝒅𝒙 − 𝟐 ∫ 𝒇̂

∞

−∞

(𝒙)𝒇(𝒙)𝒅𝒙

∞

−∞

∞

−∞

               … (𝟐𝟒) 

 و ان :

… (𝟐𝟓)                                                  𝚬 𝒇̂(𝒙)  =∫ 𝒇̂(𝒙)𝒇(𝒙)𝒅𝒙
∞

−∞
 

 

𝑳𝒆𝒂𝒗𝒆]( بأستعمال 25في المعادلة ) 𝚬 𝒇̂(𝒙)ولتقدير  − 𝒐𝒏𝒆 − 𝒐𝒖𝒕 𝑪𝒓𝒐𝒔𝒔 𝑽𝒂𝒍𝒊𝒅𝒂𝒕𝒊𝒐𝒏]  نحصل

 على : 

𝚬 𝒇̂(𝒙) = 𝒏−𝟏 ∑ 𝒇̂−𝒊(𝑿𝒊)

𝒏

𝒊=𝟏

                                                                             … (𝟐𝟔) 

 كالاتي:  𝑳𝑺𝑪𝑽( نحصل على 25( في المعادلة )26وبتعويض المعادلة )

𝑳𝑺𝑪𝑽(𝒉) = ∫ 𝒇̂𝟐(𝒙)𝒅𝒙 −
𝟐

𝒏
∑ 𝒇̂−𝒊(𝑿𝒊)

𝒏

𝒊=𝟏

∞

−∞

                                                  … (𝟐𝟕) 

 علماً ان :

𝒇̂−𝒊(𝑿𝒊) =  (𝒏 − 𝟏)−𝟏𝒉−𝟏 ∑ 𝑲

𝒏

𝒋≠𝒊

(
𝑿𝒊 − 𝑿𝒋

𝒉
)                                                 … (𝟐𝟖) 

 

 وكذلك فأن :

∫ 𝒇̂𝟐(𝒙)𝒅𝒙 =  𝒏−𝟐𝒉−𝟏 ∑ ∑ 𝑲 ∗

𝒏

𝒋=𝟏

𝑲 (
𝑿𝒊 − 𝑿𝒋

𝒉
)

𝒏

𝒊=𝟏

∞

−∞

                                     … (𝟐𝟗) 

 و ان :

  𝑲 ∗ 𝑲(𝒛) يمثل الالتفاف لدالة :Kernel 

𝒛 = (
𝑿𝒊 − 𝑿𝒋

𝒉
) 

 ( نحصل على :27(  في المعادلة رقم )29( والمعادلة  رقم )28ومن خلال تعويض المعادلة رقم )
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𝑳𝑺𝑪𝑽(𝒉) = 𝒏−𝟐𝒉−𝟏 ∑ ∑ 𝑲 ∗

𝒏

𝒋=𝟏

𝑲 (
𝑿𝒊 − 𝑿𝒋

𝒉
) −

𝟐

𝒏
∑ 𝒇̂−𝒊(𝑿𝒊)

𝒏

𝒊=𝟏

𝒏

𝒊=𝟏

  

             =  
𝟐

𝒏𝟐𝒉
[
𝒏

𝟐
𝑲 ∗ 𝑲(𝟎)

+ ∑ ∑ 𝑲

𝒏

𝒋=𝟏

∗ 𝑲 (
𝑿𝒊 − 𝑿𝒋

𝒉
) −

𝟐𝒏

𝒏 − 𝟏
𝑲 (

𝑿𝒊 − 𝑿𝒋

𝒉
)

𝒏−𝟏

𝒊=𝟏

]    … (𝟑𝟎) 

 علماً ان

𝑲 ∗ 𝑲(𝟎) = ∫ 𝑲(𝒛)𝑲(𝟎 − 𝒛)𝒅𝒛 = ∫ 𝑲𝟐(𝒛)𝒅𝒛 = ‖𝑲‖𝟐
𝟐 = 𝑪𝑲 = 𝑹(𝑲) … (𝟑𝟏) 

 وان المعلمة التمهيدية التي تعمل على تقليل الدالة  :

 𝒉̂𝑳𝑺𝑪𝑽 = 𝒂𝒓𝒈𝒎𝒊𝒏𝒉𝑳𝑺𝑪𝑽(𝒉)                                                                         … (𝟑𝟐)  

 

تسمية العبوور الشورعي غيور المتحيوز علوى الدالوة   ( Scott & Terrel )( أطلق الباحثان 1987وفي عام )

LSCV(h  لان :  (






 dxxfhLSCV )())(( 2                                                                            …(33) 

))(ˆ( xfMISE هو تقدير غير متحيز لـــ   

 (LSCV)خوارزمية طريقة المربعات الصغرى للعبور الشرعي 

 ( . h) افتراض قيم أولية للمعلمة التمهيدية  -1

}{حذف المشاهدة  -2 iX . 

ˆ)(( Leave-One-Outحساب مقدر ) -3
ii Xf ( عند نقاط المشاهدات.2-55في المعادلة ) 

 تكوين دالة العبور الشرعي غير المتحيز. -4

 

 






 


n

i
ii

n

i

n

j

ij
Xf

nh

XX
KKhnhLSCV

11 1

12 )(ˆ2
)(*)( 

 تكرر الخطوات المذكورة آنفا ،وفي كل مرة تحذف مشاهدة واحدة. -5

LSCV(hثم اختيار المعلمة التمهيدية المقابلة لاصغر  -6  ،بحيث ان : (
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  )]([minargˆ hLSCVh
n

Hh
LSCV




 

 

 

( BCV( ويرمز لها )𝑩𝒊𝒂𝒔𝒆𝒅 𝑪𝒓𝒐𝒔𝒔 𝑽𝒂𝒍𝒊𝒅𝒂𝒕𝒊𝒐𝒏طريقـة العبـور الشرعي المتحيـز ) 3-4-1-2

:  [12],[7],[6] ],[4],[1] 

 

( وتعتمد هذه Scott و   Terrell)/ م( من قبل 1987اقترحت طريقة العبور الشرعي المتحيز في عام )

 ( حيث ان :  MISE( بدلاً من )AMISE الطريقة على استعمال ) 

𝐀𝐌𝐈𝐒𝐄(𝐡) = (𝐧𝐡)−𝟏𝐑(𝐊) + 𝐡𝟒 (
𝐌𝟐(𝐊)

𝟐
)

𝟐

𝐑(𝐟𝟐)    

              =  
𝐑(𝐊)

𝐧𝐡
+

𝐡𝟒𝐝𝐯
𝟐

𝟒
𝐑 (𝐟́́)                                                                 … (𝟑𝟒) 

 اذ ان :

𝐌𝟐(𝐊) = ∫ 𝒙𝟐

∞

−∞

𝒈(𝒙)𝒅𝒙 






 dzzKKR )()( 2  

 وان :

𝑹 (𝒇́́) = 𝑹(𝒇𝟐) = ∫ [𝒇́́(𝒙)]
𝟐

∞

−∞

𝒅𝒙                                                                … (𝟑𝟓) 

𝑹يتم استبدال القيم المجهولة في  𝑩𝑪𝑽(𝒉)وللحصول على دالة   (𝒇́́) : بالمقدار الاتي 

𝑹̃ (𝒇́́) = 𝑹 (𝒇́̂
́
 (. , 𝒉)) −

𝑹 (𝑲́́)

𝒏𝒉𝟓
=  𝒏−𝟐  ∑ ∑ (𝑲́́𝒉 ∗ 𝑲́́𝒉) (𝑿𝒊 − 𝑿𝒋)

𝒊≠𝒋

  … (𝟑𝟔) 

 ولاثبات الصيغة اعلاه:

𝑹 (𝒇́̂ 
́

) =
𝟏

𝒏
 𝑲́́𝒉 ∗ 𝑲́́𝒉(𝟎) + 

𝟏

𝒏𝟐
∑ ∑ 𝑲́́𝒉 ∗ 𝑲́́𝒉(𝑿𝒊 − 𝑿𝒋)

𝒊≠𝒋

   

            =  
𝟏

𝒏𝒉𝟓
 𝑲́́ ∗ 𝑲́́(𝟎) + 

𝟏

𝒏𝟐𝒉𝟓
∑ ∑ 𝑲́́ ∗ 𝑲́́(𝑿𝒊 − 𝑿𝒋)

𝒊≠𝒋
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           =  
𝟏

𝒏𝒉𝟓
 𝑹 (𝑲́́) +  

𝟏

𝒏𝟐𝒉𝟓
∑ ∑ 𝑲́́ ∗ 𝑲́́(𝑿𝒊 − 𝑿𝒋)

𝒊≠𝒋

                             … (𝟑𝟕) 

𝑹فأن   (𝐧−𝟒/𝟓)مثلى ومن الدرجة   𝒉اذا كانت  (𝒇́̂ 
́

𝑹هي تقدير متحيز لـ   ( (𝒇́ ́  حيث: (

 

𝜠 (𝑹 (𝒇́̂ 
́

)) =  𝑹 (𝒇́ ́ ) +
𝑹 (𝑲́́)

𝒏𝒉𝟓
+ 𝒐(𝒉𝟐)                                                    … (𝟑𝟖) 

𝑹ونتيجة لذلك اقترحوا لتقدير  (𝒇́ ́ 𝑹̃يستخدم  ( (𝒇́́)  وبذلك 

𝑹̃ (𝒇́́) = 𝑹 (𝒇́̂ 
́

) −
𝑹 (𝑲́́)

𝒏𝒉𝟓
                                                                               … (𝟑𝟗) 

 والتي تقود الى: 

𝑩𝑪𝑽(𝒉) =
𝑹(𝑲)

𝒏𝒉
+

𝒉𝟒𝒅𝑲𝒗
𝟐

𝟒𝒏𝟐
∑ ∑ 𝑲𝒉

́́ ∗ 𝑲𝒉
́́ (𝑿𝒊 − 𝑿𝒋)

𝒊≠𝒋

                             … (𝟒𝟎) 

 وان المعلمة التمهيدية التي تعمل على تقليل الدالة:

𝐡̂𝐁𝐂𝐕 = 𝐚𝐫𝐠𝐦𝐢𝐧𝐡∈𝐇𝐧
[𝐁𝐂𝐕(𝐡)]                                                                      … (𝟒𝟏) 

 (:BCVخوارزمية طريقة )

 ( . hنفترض القيمة الاولية لمعلمة التمهيد )  .1

𝑴𝒗و  𝑹(𝑲)نعوض قيم كل من  .2
𝟐 = 𝒅𝒗

 ( ادناه .3-2( من الجدول رقم )Gaussianلدالة ) 𝟐

 

 (3-2جدول رقم )

,𝑹(𝑲)يمثل قيم  𝑴𝒗
𝟐(𝑲), 𝑪𝒗(𝑲) ( لدالةGaussian) 

Kernel 𝒗 R(K) 𝑴𝒗
𝟐(𝑲) 𝑪𝒗(𝑲) 

Gaussian 2 
𝟏

𝟐√𝝅
 1 1.06 

 

∑نحسب قيمة المقدار :   .3 ∑ 𝑲́́𝒉 ∗ 𝑲́́𝒉(𝑿𝒊 − 𝑿𝒋)𝒊≠𝒋 :وفق الصيغة ادناه 

 

∑ ∑ 𝑲́́𝒉 ∗ 𝑲́́𝒉(𝑿𝒊 − 𝑿𝒋)

𝒊≠𝒋

=  ∑ ∑ 𝝋
√𝟐𝒉𝟐

́́

𝒊≠𝒋

(𝑿𝒊 − 𝑿𝒋)                           … (𝟒𝟐) 
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ً ان:  𝝋علما
√𝟐𝒉𝟐

́́
يمثل الانحراف  𝟐𝒉𝟐√( اما Gaussianتمثل المشتقة الثانية لدالة كثافة )  

𝑹المعياري لها وكذلك نجد قيمة  (𝑲́́). 

𝑹نجد قيمة  .4 (𝒇́̂
́
 (.𝟒𝟎من المعادلة )  (

𝑹̃نجد قيمة  .5 (𝒇́́) ( 𝟒𝟐والتي تظهر صيغتها بالمعادلة.) 

 (.𝟒𝟑الظاهرة في المعادلة ) 𝑩𝑪𝑽(𝒉) نحسـب  .6

 المعلمة التمهيدية التي تعمل على تقليل الدالة:نختار  .7

 

𝐡̂𝐁𝐂𝐕 = 𝐚𝐫𝐠𝐦𝐢𝐧𝐡∈𝐇𝐧
[𝐁𝐂𝐕(𝐡)] 

 

 

 ( SCVطريقة العبـور الشـرعي الممهـد ويرمز لها ) 3-4-1-3

 [18],[16],[6],[4],[1] ( :𝑺𝒎𝒐𝒐𝒕𝒉𝒆𝒅 𝑪𝒓𝒐𝒔𝒔 − 𝑽𝒂𝒍𝒊𝒅𝒂𝒕𝒊𝒐𝒏 ) 

 / م( من قبل 1992اقترحت طريقة للعبور الشرعي الممهد في عام )

 ( Park and Marron , Hall )  والتي تعتمد على𝑴𝑰𝑺𝑬(𝒉) : 

𝑴𝑰𝑺𝑬(𝒉) = 𝑰𝑽(𝒉) + 𝑰𝑩(𝒉)                                                                            …(43) 

 اذ ان :

𝑰𝑽(𝒉) = ∫ 𝒗𝒂𝒓 (𝒇̂(𝒙)) 𝒅𝒙 =
𝑪𝑲

𝒏𝒉
+

𝟏

𝒏
∫(𝑲𝒉 ∗ 𝒇)𝟐

∞

−∞

∞

−∞

(𝒙)𝒅𝒙                 … (𝟒𝟒) 

𝑰𝑩(𝒉) = ∫ 𝒃𝒊𝒂𝒔𝟐

∞

−∞

(𝒇̂(𝒙)) 𝒅𝒙 = ∫(𝑲𝒉 ∗ 𝒇 − 𝒇)𝟐

∞

−∞

(𝒙)𝒅𝒙                     … (𝟒𝟓) 

 ( تصبح : 2-75( في المعادلة رقم )  2-77( والمعادلة رقم )  2-76وبتعويض المعادلة رقم ) 

 = ∫(𝑲𝒉 ∗ 𝒇)𝟐

∞

−∞

(𝒙)𝒅𝒙 − 𝟐 ∫(𝑲𝒉 ∗ 𝒇)(𝒙)𝒇(𝒙)𝒅𝒙 + ∫ 𝒇𝟐(𝒙)𝒅𝒙

∞

−∞

∞

−∞

    … (𝟒𝟔)  

 (  :𝑴𝒂𝒓𝒓𝒐𝒏 𝒂𝒏𝒅 𝑾𝒂𝒏𝒅اقترح كل من ) / م(1992) الإ انه في عام

)بأن   -
𝑹𝑲

𝒏𝒉
 𝑰𝑽(𝒉)يمثل تقدير جيد لـ  (
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 . 𝑰𝑽̂(𝒉)وفي نفس العام استعمل مقترحي هذه الطريقة مصطلح   -

 مقدر ثاني.  𝒇̂𝒈(𝒙)علماً بأن  𝒇̂𝒈(𝒙)بـ   𝒇اقترحوا ان يقدروا   𝑰𝑩(𝒉)أما بخصوص تقدير الـ  -

 

𝑰𝑩̂(𝒉) =
𝟏

𝒏𝟐
∑ ∑(𝑲𝒉 ∗ 𝑲𝒉 − 𝟐𝑲𝒉 + 𝑲𝟎) ∗ 𝑳𝒈 ∗ 𝑳𝒈(𝑿𝒊 − 𝑿𝒋)

𝒏

𝒋=𝟏

𝒏

𝒊=𝟏

         … (𝟒𝟕) 

 اذ ان :

𝒈 . تمثل المعلمة التمهيدية او ما تسمى عرض الحزمة التجريبية : 

𝑳  تمثل دالة :Kernel  

 .  𝑲ودالة    𝒉ن عن المعلمة التمهيدية  وهما يختلفا

𝑲𝟎  تعرف بدالة : (𝑫𝒊𝒓𝒂𝒄)  

𝒏وبأستعمال التقريب   ≈ 𝒏 −  اشتقوا الدالة :  𝟏

𝑺𝑪𝑽(𝒉) =
𝑪𝑲

𝒏𝒉
+

𝟏

𝒏(𝒏 − 𝟏)
∑ ∑(𝑲𝒉 ∗ 𝑲𝒉 − 𝟐𝑲𝒉 + 𝑲𝟎) ∗ 𝑳𝒈 ∗ 𝑳𝒈(𝑿𝒊 − 𝑿𝒋)

𝒊≠𝒋

 

    … (𝟒𝟖) 

 وان المعلمة التمهيدية التي تعمل على تقليل الدالة : 

𝐡̂𝐒𝐂𝐕 = 𝐚𝐫𝐠𝐦𝐢𝐧𝐡∈𝐇𝐧
[𝐒𝐂𝐕(𝐡)]                                                                   … (𝟒𝟗) 

 (:SCVخوارزمية طريقة العبور الشرعي الممهد )

  hنفترض القيمة الاولية لمعلمة التمهيد  .1

𝑪𝑲نحسب قيمة  .2 = 𝑹(𝑲) ( والتي تساوي وحسب دالةGaussian  )
𝟏

𝟐√𝝅
  

والتي تساوي ) 𝑰𝑽̂(𝒉) نحسب قيمة   .3
𝑪𝑲

𝒏𝒉
.) 

 وفق الصيغة التالية: 𝑰𝑩̂(𝒉)نحسب قيمة تقدير  .4

𝑰𝑩̂(𝒉) =
𝟏

𝒏(𝒏 − 𝟏)
 ∑ ∑ (𝝋

√𝟐𝒉𝟐+𝟐𝒈𝟐 − 𝟐𝝋
√𝒉𝟐+𝟐𝒈𝟐 + 𝝋

√𝟐𝒈𝟐) (𝑿𝒊 − 𝑿𝒋) 

𝒏

𝒋≠𝒊

𝒏

𝒊=𝟏

 

                                                                                                                          … (𝟓𝟎) 

 نحسب قيمة .5

𝒈̂ = (
𝟏𝟓

𝟏𝟔 √𝝅 𝒗𝟔
)

𝟏/𝟕
 𝒏−𝟏/𝟕                                                                              … (𝟓𝟏)  

 تحسب كالاتي: 𝒗𝟔علماً ان قيمة 
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𝒗𝟔 =
𝟏

𝒏(𝒏 − 𝟏)
∑ ∑

𝟏

𝒉𝟔
[
𝒃𝒊𝒋

𝟔

𝒉𝟔
− 𝟏𝟓

𝒃𝒊𝒋
𝟒

𝒉𝟒
+ 𝟒𝟓

𝒃𝒊𝒋
𝟐

𝒉𝟐
− 𝟏𝟓] 𝝋𝒉(𝒃𝒊𝒋)

𝒏

𝒋≠𝒊

𝒏

𝒊=𝟏

      … (𝟓𝟐) 

 حيث ان :

 

𝒃𝒊𝒋 = (𝑿𝒊 − 𝑿𝒋)                                                                                              … (𝟓𝟑)  

 

 المعلمة التمهيدية التي تعمل على تقليل الدالة:نختار  .6

𝐡̂𝐒𝐂𝐕 = 𝐚𝐫𝐠𝐦𝐢𝐧𝐡∈𝐇𝐧
[𝐒𝐂𝐕(𝐡)] 

 

 

 

 

𝑫𝒊𝒓𝒆𝒄𝒕 𝑷𝒍𝒖𝒈)قاعدة الملئ المباشر  طريقة 3-4-2 − 𝒊𝒏 𝑹𝒖𝒍𝒆) [17],[14],[13],[3],[2],[1]  

, 𝑺𝒉𝒆𝒂𝒕𝒉𝒆𝒓 𝒂𝒏𝒅 𝑻𝒉𝒐𝒎𝒑𝒔𝒐𝒏)اقترحت هذه الطريقة من  𝑺𝒄𝒐𝒕𝒕)  وتعتمد هذه الطريقة على

 ، و ان :𝚿𝐫تعويض تقديرات الكميات المجهولة في صيغة المعلمة التمهيدية المثلى بدلالة قيم 

𝑹(𝒇𝒗) = ∫[𝒇𝒗(𝒙)]𝟐𝒅𝒙

∞

−∞

                                                                     … (𝟓𝟒) 

𝒗 .تمثل درجة  المشتقة : 

 كمية مجهولة لذلك سنستعمل الصيغة ادناه لتقديرها : 𝑹(𝒇𝒗)وكون 

 

𝚿𝒓 = ∫ 𝒇𝒓(𝒙)𝒇(𝒙)𝒅𝒙   

𝜳𝒓 = 𝜠(𝒇𝒓(𝒙))                                                                                     … (𝟓𝟓) 

𝒓علماً ان )  = 𝟐𝒗 . ) 

وبالتالي نحصل على : 

𝑹(𝒇𝒗) = (−𝟏)𝒗 𝚿𝟐𝒗 = (−𝟏)(𝒓/𝟐)𝚿𝐫                                                 … (𝟓𝟔) 

 هو : 𝚿𝐫فأن مقدر  (𝒈)وبالاعتماد على عرض الحزمة التجريبية 

𝚿̂𝒓(𝒈) = 𝒏−𝟏 ∑ 𝒇̂𝒓(𝑿𝒊, 𝒈)

𝒏

𝒊=𝟏
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             = 𝒏−𝟐 ∑ ∑ 𝑳𝒈
𝒓 (𝑿𝒊 − 𝑿𝒋)

𝒏

𝒋=𝟏

𝒏

𝒊=𝟏

                                                          … (𝟓𝟕) 

 علماً ان

𝒇̂𝒓(𝒙, 𝒈) = 𝒏−𝟏𝒈−𝒓−𝟏 ∑ 𝑳𝒓 (
𝒙 − 𝑿𝒋

𝒈
)

𝒏

𝒋=𝟏

                                                    … (𝟓𝟖) 

 ( نحصل على :57( في المعادلة رقم )58رقم )وبتعويض المعادلة 

𝚿̂𝒓(𝒈) =
𝟏

𝐧(𝐧 − 𝟏)𝒈𝒓+𝟏
 ∑ ∑  𝑳𝒓 (

𝑿𝒊 − 𝑿𝒋

𝒈
)

𝐧

𝐣=𝟏

𝐧

𝐢=𝟏

                                        … (𝟓𝟗) 

، ولايجاد عرض الحزمة الامثل والناتج من (𝒈)تعتمد على اختيار عرض الحزمة التجريبي  𝚿̂𝒓(𝒈)وان ايجاد 

𝚿̂𝒓نحتاج اولاً لحساب  (𝑨𝑴𝑺𝑬)تقليل 
𝑵𝑺 :وفق المعادلة التالية 

 

𝚿̂𝒓
𝑵𝑺 =

(−𝟏)
𝒓

𝟐   𝒓!

(𝟐 𝝈)𝒓+𝟏  (
𝒓

𝟐
) ! √𝝅

                                                                            … (𝟔𝟎) 

 

تم توضيحه في خوارزمية اذ سيتم الاعتماد على هذا المقدر لايجاد القيمة الاولى للمعلمة التجريبية وهذا ما سي

 هذه الطريقة، اما المعلمة التجريبية فيتم حسابها وفق الصيغة التالية:

𝒈𝑨𝑴𝑺𝑬 =  [
− 𝒌! 𝑳𝒓(𝟎)

𝑴𝒌(𝑳) 𝚿𝐫+𝒌 𝐧
]

𝟏/(𝒓+𝒌+𝟏)

                                                           … (𝟔𝟏) 

𝒌)دالة متماثلة وان  (Kernel)علماً بأن دالة  = 𝟐, 𝟒, …  من المشتقات.  𝒓وتمتلك  (

 𝒉̂𝑫𝑷𝑰اي  𝑫𝑷𝑰نحصل على قاعدة الملئ المباشرة  (𝒈)وبالاعتماد على المعلمة التمهيدية 

 

𝒉̂𝑫𝑷𝑰 =  [
𝑹(𝑲)

𝑴𝟐
𝟐 (𝑲) 𝚿̂𝒓+𝒌(𝒈) 𝒏

]

𝟏/(𝒓+𝒌+𝟏)

                                                      … (𝟔𝟐) 

 

 (: DPIخوارزمية طريقة )

𝒍)وات المتبعة لمرحلتين الخط = ,𝒈𝟐)ومعنى ذلك نحتاج لايجاد  (𝟐 𝒈𝟏)  كما يلي وبأستعمال دالة

(Gaussian ) 



 (429)             __                            __      _            العشرونالعدد مجلة كلية التراث الجامعة                                   

 
 

 
 

 

 

 

𝚿̂𝟖نحسب قيمة  .1
𝑵𝑺 ( وفق قاعدة التوزيع الطبيعي وحسب المعادلة𝒉 = 𝝈̂ (𝟏. 𝟎𝟔) 𝒏−𝟏/𝟓 وتبلغ )

 قيمتها:

𝚿̂𝟖
𝑵𝑺 =

𝟏𝟎𝟓

𝟑𝟐 √𝝅 (𝝈)𝟗
                                                                                    … (𝟔𝟑) 

 ( وكما يلي:61وفق المعادلة ) 𝒈𝟏نحسب قيمة  .2

𝒈𝟏 = [
−𝟐!  𝑳𝟔(𝟎)

𝑴𝟐(𝑳)  𝚿̂𝟖
𝑵𝑺  𝒏

]

𝟏/𝟗

                                                                         … (𝟔𝟒) 

 ( وكما يلي:58وفق المعادلة ) 𝚿̂𝟔(𝒈𝟏)سب قيمة نح .3

 

𝜳̂𝟔(𝒈𝟏) =
𝟏

𝒏(𝒏 − 𝟏) 𝒈𝟏
𝟕 ∑ ∑ 𝑳𝟔 (

𝑿𝒊 − 𝑿𝒋

𝒈𝟏
)

𝒏

𝒋=𝟏

𝒏

𝒊=𝟏

                                        … (𝟔𝟓) 

 وكما يلي :  𝒈𝟐نحسب قيمة  .4

 

𝒈𝟐 = [
−𝟐!  𝑳𝟒(𝟎)

𝑴𝟐(𝑳) 𝜳̂𝟔(𝒈𝟏)  𝒏
]

𝟏/𝟕

                                                                    … (𝟔𝟔) 

 وكما يلي: 𝚿̂𝟒(𝒈𝟐)نحسب قيمة  .5

 

𝜳̂𝟒(𝒈𝟐) =
𝟏

𝒏(𝒏 − 𝟏) 𝒈𝟐
𝟓

∑ ∑ 𝑳𝟒 (
𝑿𝒊 − 𝑿𝒋

𝒈𝟐
)

𝒏

𝒋=𝟏

𝒏

𝒊=𝟏

                                        … (𝟔𝟕) 

 (62المعادلة )( وفق DPIنجد قيمة المعلمة التمهيدية حسب طريقة ) .6

  

𝒉̂𝑫𝑷𝑰 = [
𝑹(𝑲)

𝑴𝟐
𝟐(𝑲)  𝜳̂𝟒(𝒈𝟐)  𝒏

]

𝟏/𝟓

                                                               … (𝟔𝟖) 

 ( يتم حساب ما يلي:Gaussianوفق دالة )

𝑳𝟒(𝒖) =
𝒖𝟒

√𝟐𝝅
𝒆−

𝟏

𝟐
𝒖𝟐

−
𝟔 𝒖𝟐

√𝟐𝝅
𝒆−

𝟏

𝟐
𝒖𝟐

+
𝟑

√𝟐𝝅
𝒆−

𝟏

𝟐
𝒖𝟐

 

𝑳𝟔(𝒖) =
𝒖𝟔

√𝟐𝝅
𝒆−

𝟏

𝟐
𝒖𝟐

−
 𝟏𝟓 𝒖𝟒

√𝟐𝝅
𝒆−

𝟏

𝟐
𝒖𝟐

+
𝟒𝟓 𝒖𝟐

√𝟐𝝅
𝒆−

𝟏

𝟐
𝒖𝟐

−
𝟏𝟓

√𝟐𝝅
𝒆−

𝟏

𝟐
𝒖𝟐

 

𝑳𝟒(𝟎) =
𝟑

√𝟐𝝅
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𝑳𝟔(𝟎) = −
𝟏𝟓

√𝟐𝝅
 

( .3-2من الجدول رقم )  𝑴𝟐
𝟐(𝑲) و  𝑹(𝑲) ونعوض قيم كل من    

 

                                         الجانب التطبيقي :                                        - 4

 (introductionالمقدمة:                                                   )1-4

لغرض تطبيق ما ورد في الجانب النظري وبما ينسجم وهدف الدراسة ولتحقيق ذلك الهدف جرى استعمال 

اسلوب المحاكاة بغية محاكاة عدد كبير جدا من الحالات المقترحة التي يمكن ظهورها ضمن الواقع العملي 

يذ تجارب المحاكاة بأستعمال ( وتنف Rوبذلك يمكن للنتائج ان تكون اكثر شمولية , تم اعداد برنامج بلغة ) 

( , وتم اختيار حجم العينة الثانية n=20ثلاث حجوم للعينات , تمثلت العينة الاولى بأنها ذات الحجم الصغير )

( , وبتكرار n=100( , أما العينة الثالثة اقترحت ذات حجم كبير )n=50المتوسطة )

(Replicatec=1000لكل عينة , أما بالنسبة لعدد المتغي )( رات فكانp=12. متغير ) 

 وكانت النتائج كما يلي :
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 مناقشة النتائج والتوصيات: -

 مناقشة النتائج : 5-1

 RBF( اعلاه نجد ان استخدام دالة )4-3( و )4-2( و )4-1من خلال النتائج المبينة في الجداول )

KERNELفي تحليل المركبات الرئيسية اعطت أفضل النتائج في ) ( حالة حجم العينة الصغيرةn=20 عند )

اعلى نسبة من ( لتفسيرها SCVتقدير معلمة التمهيد )عرض الحزمة( بطريقة العبور الشرعي الممهد )

التباين الكلي ضمن المركبات الرئيسية الفعالة )التي تزيد القيمة الذاتية لها عن الواحد الصحيح( تليها طريقة 

( وجاءت طريقة المربعات PIومن ثم التقدير بطريقة  قاعدة الملئ المباشر )( BCVالعبور الشرعي المتحيز)

 ( في المرتبة الاخيرة .LSCVالصغرى للعبور الشرعي )

( فكانت اعلى نسبة مفسرة من التباين الكلي ضمن المركبات n=50أما في حالة حجم العينة المتوسط )

( تليها طريقة قاعدة الملئ LSCVرى للعبور الشرعي )الرئيسية الفعالة عند استخدام طريقة المربعات الصغ

( وأخيراً طريقة العبور SCVالعبور الشرعي الممهد )( وجاءت في المرتبة الثالثة طريقة PIالمباشر )

 ( لتفسيرها أقل نسبة من التباين الكلي .BCVالشرعي المتحيز )

اعلى نسبة مفسرة من التباين الكلي النتائج  ( سجلتn=100وبالنسبة للحالة الثالثة وهي حجم العينة الكبير )

( بالمرتبة الاولى PIضمن المركبات الرئيسية الفعالة عند تقدير معلمة التمهيد بطريقة قاعدة الملئ المباشر )

( بالمرتبة الثانية وجاءت طريقة العبور الشرعي المتحيز SCVوتليها طريقة العبور الشرعي الممهد )

(BCVبالمرتبة الثالث )( ة تليها طريقة المربعات الصغرى للعبور الشرعيLSCV. بالمرتبة الأخيرة ) 

)معلمة التمهيد( , فأن افضل طريقة لتقدير معلمة التمهيد عند ( hأما بالنسبة لتقدير معلمة عرض الحزمة )

حجم ( كانت طريقة العبور الشرعي الممهد هي الافضل في تقدير معلمة التمهيد , وعند n=20حجم عينة )

( n=100( كانت طريقة المربعات الصغرى للعبور الشرعي هي الافضل , وعند حجم عينة )n=50عينة )

 كانت طريقة قاعدة الملئ المباشر هي الافضل .

 

 التوصيات : 5-2

من خلال النتائج التي تم التوصل اليها والاستنتاجات والملاحظات السابقة , فأن من أهم التوصيات التي يوصي 

 لباحث هي :بها ا

( في حالة مجاميع البيانات متعددة KPCAاسخدام الدوال اللبية في تحليل المركبات الرئيسية ) -1

 الغير خطية .المتغيرات 

(( والطريقة الملائمة لتقديها لما لها من تأثير hالدقة في اختيار معلمة التمهيد )عرض الحزمة ) -2

التي تزيد قيم الجذور الذاتية لها عن الواحد الصحيح لمركبات الرئيسية الفعالة واضح في عملية ايجاد ا

 وما يقابلها من النسبة في تفسير التباين الكلي
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التوسع في استخدام الدوال اللبية في الظواهر الاقتصادية والسلوكية والانسانية لما تتمتع به من  -3

 مرونة كبيرة في التعامل مع الظواهر المدروسة .
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