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The research aimed to estimate cotton production in
Syria (2024-2030) based on time series data on
cultivated area and productivity from 1993 to 2023.
The descriptive approach summarized time series data
for the research variables using statistical methods
like tables and charts and descriptive measures of
central tendency and dispersion. A standard analytical
approach was employed using a neural network
model, specifically multi-layer perceptron, to fit the
data. The results indicated significant instability in
cotton cultivation areas in Syria, with a coefficient of
variation of 59.37%. Cotton production exhibited
notable fluctuations, reflected in a coefficient of
variation of 68.23% while cotton crop productivity
showed reasonable stability at a CV of 22.61%. The
neural network model 3, 2, 1 was used in the
prediction by the feed-forward method, and the
backpropagation method updated the weights after
calculating the difference between the expected and
actual values to improve the model predictive
accuracy. The neural network model proved highly
efficient in predicting cotton production, recording
significant decreases in the squared error 0.009 and
the relative error rate 0.001, indicating its ability to
analyze the data effectively. The production forecasts
for the period 2024-2030 showed a positive trend with
an annual growth rate ranging between 0.19% and
0.58%, indicating the possibility of achieving
sustainable gains in production.

Keywords: Cotton, Network, Neural, Deep learning, Production.

1100


mailto:majd.namaa.1990@gmail.com
https://orcid.org/0009-0008-5900-0458
http://www.ajas.uoanbar.edu.iq/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

Anbar J. Agric. Sci., Vol. (23) No. (2), 2025. ISSN: 1992-7479 E-ISSN: 2617-6211

(MLP) gagwi ol dduiunil dulygut (@ lail] glicil Guininil

dalai jhld s

cyga (LA drals cdaely ) Al AS cdalas lald a1 ) Alafyall*
majd.namaa.1990@gmail.com : s A} &,

-

Ladal

clily Gle slaeh 2030-2024 55l DA g b ohill Jpane 1) b ) Gl Cona
sasl) meid) alai £3.2023-1993 sl PA daabiyls deg)jall daliaalls Lealall duiajl) Jodiod)
JCEY Yy JslanllS dblas) Gyl lgemdlip lgdase A (e ol cilpuaial diajl) ) il Caa!
Gl zeidl aladind 5 LS cadl) Ganlies Al deill Ganlae dubeagl) Ganladl ey Al
saxia (perceptron network) auill e daall & Cus Aiguasll AKEN #igal aladiul (bl
pe e bt Auygu b Gl deg)hal) claliaall of mll cupglal bl dandal Lgnadlal i)
e %68.23 ohall 1) 8 Gl Jelew &l (I %59.37 cplall dalea gl Cum ¢ € i
DL e Jsiee Ssise el S8 (ol Jgemne Lali) Wl iyl b dlsale olls )l
el a3l Csls sl 8 (362 1) Aunanll A<z 3ga aladind 23.%22.61 5)8 ks Jalaas
Aadgiall a3l les 3 o35Y) Cuaail (Backpropagation) wSall Wadll e adail) dasyhs
(bl 7 ) a8 8 Adle Ui padienall dppan) A 7 3gad cafil L 5l 8 o dgaill A8 (sl Adedlly
z35all 2 s e Jy Lea 0,001 el Basll Jaaa50.009 cilasyal) Ut 3 T8 Lialis) s S
Bl @la of 2030-2024 35l DA z Y] ads i cojell WS . Jlad (<0 bl Julas 3
b Al ulSe Batal Al ) jady Lae %0.58 5 %0.19 0m s (gsie s Jaran Lilal
zay)

Introduction

Global production of ginned cotton, which constitutes 34% of raw cotton, reached
23.08 million tons in the 2004/2005 season, according to estimates by the US
Department of Agriculture. This increase was driven by rising purchasing power
resulting from a strong global economy, lower cotton prices, and higher prices for
hand-spun yarn, leading to increased consumption (4).

A 2025 report by the Food and Agriculture Organization of the United Nations
(FAQO) addressed the impact of severe drought on Syrian agriculture, including
strategic crops such as cotton, within the framework of the 2025-2027 Emergency
Action and Recovery Plan adopted by the FAO in collaboration with the Syrian
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government to boost crop production and improve food security. The report includes a
scientific assessment of the agricultural season conditions and their impact on
production in Syria in general, and incorporates official data and statistics (5).

Cotton production in Syria during the 2023-2024 season witnessed a significant
decline in both cultivated area and actual output compared to the approved agricultural
plan. Data from the Syrian Ministry of Agriculture and Agrarian Reform indicated that
the production plan for the season targeted the cultivation of approximately 14,419
hectares of cotton in government-controlled areas, with an expected yield of around
43,257 tons. However, actual implementation was limited to the cultivation of only
about 7,175 hectares, equivalent to approximately 50% of the planned area, due to
limited water resources, high production costs, and irrigation difficulties. This was
reflected in the actual production volume, which reached approximately 17,000 tons,
while officially marketed quantities did not exceed 15,866 tons by the end of the
season. This underscores the continued structural challenges facing cotton cultivation
in Syria, negatively impacting its productive efficiency and economic sustainability.
(10).

Ginned cotton: a long-established agricultural crop with a rich history, exported in
large quantities from the northern and northeastern regions. Neural networks are highly
effective in analyzing temporal data, as demonstrated by a comparative study of the
Box-Jenkins methodology, and some artificial neural networks have shown superior
predictive accuracy. This study used the mean squared error (MSE) criterion, covering
324 observations, to evaluate their performance on maximum temperature data in
Mosul from 1983 to 2009. The results showed that neural networks, which differ in
their structure from the Box-Jenkins methodology, were more accurate in prediction
compared to traditional statistical methods, reflecting their effectiveness in processing
temporal data (14).

Acrtificial neural network models based on a 1-2-2 architecture were used to predict
wheat production in Irag. This architecture consists of an input layer containing two
explanatory variables, a hidden layer containing two nodes that function as a logistic
function, and an output layer containing a single node representing the dependent
variable. The study demonstrated the high efficiency of the models in constructing
forecasting models, as the cultivated area had a significant impact on wheat production,
highlighting the importance of these models in improving agricultural production (6).

This method proved effective in a study to develop a framework using drone data to
determine the accuracy of cotton crop estimates in Texas, USA. Researchers used
machine learning techniques to analyze multi-time data extracted from drones,
enabling them to assess the impact of various factors, such as weather and soil, on
cotton yield. The study also focused on applying advanced machine learning models,
such as neural networks, random forests, and XGboost, which demonstrated their
ability to handle farmer data and achieve accurate crop predictions, thereby enhancing
the effectiveness of agricultural management strategies (1).

In another study in West Tennessee, six machine learning algorithms, including
linear regression, random forests, and XGboost, were used to assess the predictive
power of cotton yield. The results showed that tree-based models, such as the random
forest model and the XGboost model, were the most accurate. The study also revealed
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the cotton yield's response to management variables, such as nitrogen fertilization rates,
and confirmed that optimum nitrogen application at 60 kg/ha improves yield. The study
also emphasized the need for data from multiple locations to develop a more robust
and generalizable model (3).

In another study on cotton yield prediction using drones and Bayesian neural
networks in Texas, the use of attributes such as canopy cover (CC), canopy height
(CH), canopy volume (CV), and excess greenness index (ExG) was shown to
contribute to the development of an effective cotton yield prediction model. The results
showed that this model achieved a radical mean squared error (RMSE) of 365.22 kg/ha,
a mean absolute error (MAE) of 294.5 kg/ha, and a coefficient of determination (R?)
of 0.67, demonstrating the accuracy and effectiveness of the prediction (16).

Statistical parameters, such as mean squared errors and differences between actual
and estimated values, were used in another comparative study between a regression
model and a multilayer neural network model to estimate wheat yield in Syria. This
study was based on data from the Food and Agriculture Organization (FAO) for the
period 1990-2020. The results showed that the neural network model outperformed the
regression model, with a mean squared error of 0.32 compared to 3.49 for the
regression model, reflecting its efficiency in handling agricultural data (11)

. Four machine learning models—multi-layered neural networks (MLPs), nearest
neighbor (KNN) algorithms, artificial neural networks (ANNSs), and Gaussian
regression (GPR)—were used to analyze the production efficiency of fatty acid methyl
esters (FAMES) in a study aimed at improving bioenergy production using artificial
intelligence (Al) techniques. All models achieved R? values exceeding 0.99,
demonstrating high prediction accuracy, with root mean square error (RMSE) values
of 3.95, 1.09, 0.13, and 3.60, respectively. Optimal FAME productivity was observed
to reach 97.8% under optimal parameter conditions, highlighting the importance of
using Al techniques to improve bioenergy production (7).

In another study on cotton yield prediction using machine learning algorithms in
central Greece, a multi-input neural network model analyzed cotton production based
on three data types: soil data, agricultural management data, and crop management
data. The results showed the superiority of the proposed model over traditional and
modern models, demonstrating its high effectiveness in utilizing mixed data and
reducing over-allocation. This enhances the model's flexibility and efficiency in
predicting cotton production (9).

A study on the use of artificial neural networks for short-term cotton crop prediction
in data-scarce regions analyzed a baseline dataset available for a case study in the
Menemen Plain of Turkey. The cotton crop data included thirteen years of records,
along with information on cumulative rainfall, cumulative heat units, drought, and
vegetation cover indices. The results showed that combining the Enhanced Vegetation
Cover Index (EVI) with the Standard Drought Index (SPEI) over a twelve-month
period resulted in improved sensitivity for the cotton crop. The model was able to
predict the cotton crop four months before harvest, with a coefficient of determination
(R?) exceeding 0.80, highlighting the potential of artificial neural networks as an
effective tool in this field (15).
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Machine learning techniques were used to predict wheat production based on
historical patterns in a study analyzing wheat production data from five major countries
(Australia, India, the United States, Canada, and Russia) from 1992 to 2022. Three
neural network models were developed: a multilayer model (MLP) with two hidden
layers, a recurrent neural network (RNN) with a SimpleRNN layer, and a long-term
memory model (LSTM). The RNN model achieved the lowest values for mean absolute
error and root mean square error, demonstrating its high predictive power and
highlighting the importance of using these techniques to improve the accuracy of
strategic crop production forecasts (2).

Machine learning techniques were used to predict wheat production based on
historical patterns in a study analyzing wheat production data from five major countries
(Australia, India, the United States, Canada, and Russia) from 1992 to 2022.
Exponential smoothing was used to predict the expected values of the most important
variables determining the food security index for wheat crops in Iraq during the period
2021-2030. The wheat index reached approximately 97.0, indicating that the food
security index value is less than one but greater than 50.0, which is sufficient for more
than six months. Based on this prediction, the cultivated area is expected to decrease
in the coming years due to soil degradation caused by salinization and erosion, while
other variables are expected to increase (16).

Predicting cotton production is a crucial issue in agricultural planning and resource
management, especially in light of climate change and the instability of environmental
factors. Advances in machine learning techniques have contributed to improving the
accuracy of crop forecasting models compared to traditional statistical methods.
Among these techniques, multilayer perceptron neural networks (MLPs) have emerged
as one of the most widely used models due to their high capacity to represent nonlinear
relationships between climatic and agricultural variables such as temperature, rainfall,
humidity, and cotton production. A recent study demonstrated that the MLP model
exhibited superior performance in predicting cotton production when combined with
historical and future climate data, making it an effective tool for supporting smart
agriculture and sustainable planning (13).

In comparing different machine learning models, recent studies have analyzed the
efficiency of artificial neural networks, including the MLP model, against traditional
statistical models in predicting cotton production. The results showed that MLP models
achieved higher accuracy and lower error values, such as RMSE and nRMSE,
especially when dealing with long time series and multiple climate variables. These
studies also confirmed that the flexibility of the MLP model in learning from nonlinear
data makes it more suitable for predicting cotton yield in complex and changing
agricultural environments compared to traditional linear models (8).

A recent study published in 2025 addressed the topic of predicting cotton
production using machine learning techniques. The researchers proposed a predictive
framework based on the integration of climate data (such as temperature and rainfall),
field data, and plant genetic information. The study employed several machine learning
algorithms, including Supporting Vector Machines (SVMs) and deep learning models.
The results showed that these models are capable of achieving high accuracy in
estimating pre-harvest cotton vyield, thus contributing to improved agricultural
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decision-making and production planning. The study confirmed that early prediction
of cotton yield can help reduce agricultural risks associated with climate change and
pests, and promote precision farming practices (12).

Based on the above, multi-layer artificial neural networks have shown much success
in time series predictions particularly in terms of their flexibility and reliability. Time
series models help predict the values of a variable, especially if it has unknown
determinants or the factors affecting it. This is particularly useful in agricultural
production which is subject to numerous factors whose influence is uncertain, such as
natural conditions, and others.

The agricultural sector is also witnessing major and rapid economic developments,
requiring agricultural economic policy makers to formulate plans that are consistent
with these developments, especially since traditional prediction methods have been
fairly unreliable. As such, applying artificial neural networks in this field affords high
accuracy in predicting complex variables such as agricultural production compared to
traditional methods such as regression and others.

In addition, building a model to predict agricultural production for cotton crops
creates various economic benefits for the state. It helps in making plans for production
such as cultivated areas and the strategies to be applied, production requirements,
equipment needed, and others. Statistical analysis based on modern frameworks for
predicting time series such as artificial neural network models allows for greater
accuracy compared to traditional methods. Accordingly this research aimed to estimate
cotton crop production for 2024-30 based on time series data for cultivated area and
productivity from 1993 to 2023.

Materials and Methods

Temporal and spatial boundaries and data sources: Data on Syria's cotton production
for 1993-2023 were from the annual agricultural statistics issued by the Ministry of
Agriculture, in addition to data collected on cotton acreage and productivity per
hectare.

Research variables:

(@) Independent variables: Area planted with cotton (hectares) and productivity
(kg/hectare)

(b) Dependent variable: Quantity of production from the crop (tons).

Research methodology: The descriptive statistical method and the standard
analytical method were used in this research using the neural network model.

(a) Descriptive statistical approach: Describes the time series data by displaying and
summarizing them using statistical methods such as tables, charts, and some
descriptive measures such as central tendency measures and dispersion
measures. This provides details related to data such as trends of increase,
decrease, or stability the nature of the changes affecting the series.

(b) Standard analytical approach using the neural network model.

As for building the model using neural networks, work was done on the multi-layer
perceptron (MLP) network to suit the nature of the data. The MLP consists of an input
layer and one or two processing layers so that they do not exceed two layers. In addition,
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the weights are adjusted for only one layer of the interconnecting layers linking the
previous layers, so that the other layer (if any) remains fixed in weights. The idea how
this network works or how to teach these neural networks is summarized in the
following 2 stages:

Education stage: Here the weights of the interconnections are adjusted until they
reach amounts capable of giving correct answers. This is done by the processing units
performing three main operations (13):

(a) Weighted sum: Each processing unit performs the summation process for each
weight entered into it (the data to be entered) and attached to the interconnection that
connects it to the unit in the previous layer, multiplied by the value of that unit, as in
the formula: w=ij where, w is the weight attached to the interconnection that connects
the processing unit j to the unit i in the previous layer; i is the value from the unit i, and
Sj is the result of the summation process for each processing unit j.

(b) Transformation process: This process is done in the last layer of the processing
layers, where the result of the summation process mentioned in the previous process is
converted to one of the values that are supposed to be among the desired network
outputs. For example, if the network is going to learn how to classify numbers into odd
and even, giving each odd number the value 0 and each even number the value 1, then
the value of Sj, which is the result of the addition operation, will not give the value 0 or
1 most likely. So this result must be converted to one of these two values, using the
conversion rule that the programmer determines. For example, the rule is as follows:

If Sj>0 then xj=1 Then If Sj< 0 xj=0

where, X] is the value output from the jth processing unit.

(c) Network weights adjustment process: After completing the transformation
process, the output given by the network is compared with the correct output that the
network is supposed to give, by subtracting the target (correct) output from the network
output. If the subtraction result is equal to zero, this means that the network has
produced a correct output. If not, the network needs to adjust its weights, through the
following learning rule:

w_ji new=w_ji old+c (t_j-x_j)ai

where, wjinew is the value of the new weight attached to the interface between unit
j and unit i; wjiold is the value of the old weight attached to the interface
between unit j and unit i; C is the learning rate, a fixed value usually less
than 1; tj is the target value of the network; Xj is the value produced by the
network; and ai is the output from unit i.

Testing stage: Testing the network is completely similar to the learning process,
except that the network at this stage does not adjust its weights, but only performs the
operations of addition and transformation and compares the output produced by the
network with the target output. A test class is displayed on the network and this class
contains a set of inputs and outputs associated with each input, and it is preferable that
the test class be different from the training class (13).

The steps in predicting using neural networks can be summarized as follows:

Step 1: Initialize the initial weights w=(w1, w2,....wn).

Step 2: Select the training pair.
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Step 3: Find the actual output value (Actual Output).

Step 4: Compare the actual output (Actual Output) with the desired output (Target
Output), i.e. if Err = Target-Actual = 0, we return to the second step,
otherwise apply the fifth step.

Step 5: Update the weights.

Step 6: Repeat the steps from the second step to the fifth step until the required

convergence is obtained (the minimum mean absolute error MAE).

Research hypothesis: Multilayer neural modeling (MLP) contributes to improving
the accuracy of cotton production forecasts in Syria through data analysis, which leads
to providing more effective models to support decision-making in the agricultural
sector.

Results and Discussion

Cotton cultivated areas in Syria (1993-2023): Table 1 shows the areas cultivated
with cotton in Syria from 1993 to 2023 and their annual values which allows an
understanding of the changes in agricultural production in a volatile agricultural
context. The annual growth rates shown for each year helps clarify the changing trends
in cotton cultivation. In analyzing this data, the impact of economic factors, such as
price changes, and environmental challenges, such as drought, on cotton production in
Syria can be inferred. The table also reflects the challenges faced by the agricultural
sector in recent years, especially those that witnessed a significant decrease in
cultivated areas.
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Table 1: Fluctuations in cotton cultivated areas in Syria, 1993 — 2023.

Year Area (hectares) Annual growth rate %
1993 196475 -
1994 189412 -3.59
1995 204338 7.88
1996 219500 7.42
1997 250600 14.17
1998 274585 9.57
1999 243835 -11.20
2000 270290 10.85
2001 257063 -4.89
2002 199773 -22.29
2003 205360 2.80
2004 234181 14.03
2005 237768 1.53
2006 215640 -9.31
2007 192790 -10.60
2008 176449 -8.48
2009 163712 -7.22
2010 172414 5.32
2011 175147 1.59
2012 168145 -4.00
2013 62339 -62.93
2014 72704 16.63
2015 45052 -38.03
2016 17231 -61.75
2017 16957 -1.59
2018 49656 192.83
2019 34309 -30.91
2020 32504 -5.26
2021 29303 -9.85
2022 28870 -1.48
2023 35896 24.34
Arithmetic mean 150719.3 -
Coefficient of variation (%) 59.37 -

Source: Annual agricultural statistical compilations.

Table 1 reflects the evolution of cotton-cultivated areas in Syria from 1993 to 2023
and the complex set of trends and changes that reflect the challenges and opportunities
faced by the agricultural sector in the country.

In 1993, the area cultivated with cotton stood at 196,475 hectares indicating its
importance as a major crop in Syrian agriculture. However, the following years
witnessed some fluctuations, decreasing by 3.59% in 1994 and increasing in the
subsequent years, primarily until 2000 when it reached 270,290 hectares, reflecting the
positive dynamics of the sector. However, this trend did not continue as cotton
cultivation entered a sharp decline in the following years, especially between 2011 and
2016, deteriorating to their lowest levels and a sharp decrease in 2013 to 62,339
hectares.

This sharp decline is indicative of the impact of the economic and political crises
the country experienced, in addition to the deleterious effects of climate change which
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harmed overall agricultural production. For example, drought and harsh environmental
conditions greatly affected the ability of farmers to maintain sustainable productivity
levels. However, recent years have witnessed some signs of recovery, with the high
growth rate of 192.83% in 2018, indicating the possibility of recovery. This increase
may be attributed to improvements in agricultural techniques and increased awareness
of the importance of sustainable agriculture.

By the end of the study period in 2023, cultivated acreage stood at 35,896 hectares,
with a positive growth rate, indicating that efforts were made to rehabilitate the sector.
The arithmetic mean for the entire study period at 150,719.3 hectares and a coefficient
of variation (CV) of 59.37% in growth rates, makes it clear that cotton cultivation in
Syria has fluctuated between opportunities and challenges. These figures reflect the
instability in agricultural production, which calls for effective agricultural policies to
support farmers and enhance sustainability and productivity.

In-depth analysis of the data also indicates the importance of developing
comprehensive strategies to address current challenges and ensure that cotton farming
remains a major source of income for many Syrian families.

Cotton production in Syria (1993-2020): Table 2 shows the cotton production
volumes in Syria from 1993 to 2023 and is an important reference for understanding
the development of cotton agricultural production in the country. It includes annual
data related to cotton production in tons, in addition to annual growth rates for each
year, which facilitates the analysis of trends and changes in production.

The high production volume in 1993 is a good indicator of the robustness of the
sector. However, it fluctuated noticeably during the study period, with major declines
and noticeable increases, reflecting the complex dynamics of the agricultural sector.
The data shows multiple impacts, such as economic and environmental crises that led
to a decline in production in certain years, especially between 2011 and 2016, when
agriculture was severely affected. However, signs of recovery have begun to appear in
recent years, indicating efforts to improve productivity and strengthen the sector.

The arithmetic mean of production and the coefficient of variation (CV) are
important tools for understanding the stability of production and the volatility faced by
farmers. As such, the table is a valuable source to guide future agricultural policies and
enhance understanding of how to develop the cotton sector in Syria.
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Table 2: Cotton production in Syria, 1993 — 2023.

Year Area (hectares) Annual growth rate %
1993 638992 -
1994 535404 -16.21
1995 600100 12.08
1996 760000 26.65
1997 1047355 37.81
1998 1017800 -2.82
1999 926096 -9.01
2000 1081888 16.82
2001 1009826 -6.66
2002 802178 -20.56
2003 811026 1.10
2004 1029232 26.90
2005 1021996 -0.70
2006 685705 -32.91
2007 711497 3.76
2008 697841 -1.92
2009 652058 -6.56
2010 472485 -27.54
2011 671668 42.16
2012 592653 -11.76
2013 169094 -71.47
2014 162439 -3.94
2015 130497 -19.66
2016 40696 -68.81
2017 34042 -16.35
2018 79737 134.23
2019 114665 43.80
2020 97522 -14.95
2021 66480 -31.83
2022 76259 14.71
2023 93846 23.06
Arithmetic mean 542937.96 -
Coefficient of variation % 68.23 -

Source: Annual agricultural statistical compilations.

The table also shows the significant changes in production over the years and the
related influencing factors. In the first year of the study, production amounted to
638,992 tons, reflecting the importance of cotton as a strategic crop in the Syrian
economy. Over the years, production underwent significant fluctuations with declines
in some years, such as 1994 where it decreased by 16.21%, indicating the challenges
faced by farmers. This was followed by varying increases in subsequent years,
including a significant increase in 1997 to 1,047,355 tons and a high growth rate of
37.81%.

However, the period between 2011 and 2016 was the most challenging, as the
numbers declined sharply, with production falling to 40,696 tons in 2016, reflecting
the devastating impact of economic, political, and environmental crises on agriculture,
such as drought and resource shortages. However, signs of recovery have begun to
appear in recent years, with 2018 seeing a 134.23% increase, reflecting significant
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efforts to improve agricultural conditions and boost productivity, especially by
adopting new agricultural technologies. Despite these increases, average production
remains at 542,937.96 tons, with a CV of 68.23%, indicating instability in production
and ongoing challenges in the sector.

Cotton crop productivity in Syria (1993-2023): The data in Table 3 showing the
development of cotton crop productivity in Syria provides an in-depth view of the
dynamic changes in annual productivity. This data is essential for understanding the
efficiency of agricultural performance in the country, as cotton, as one of the strategic
crops, reflects the challenges and opportunities available to the agricultural sector. By
analyzing this information, the main trends affecting crop productivity can be inferred,
including economic crises and climate changes that may lead to fluctuations in
production.

These figures also provide a knowledge base for studying the impact of agricultural
policies and technologies used in cotton cultivation, enabling stakeholders to make
informed decisions to improve efficiency and sustainability. They also highlight the
importance of investing in agricultural infrastructure and modern technologies to
enhance productivity, which helps achieve food security and strengthen the local
economy.
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Table 3: Fluctuations in cotton crop productivity in Syria, 1993 to 2023.

Year Area (hectares)  Annual growth rate %
1993 3252 -
1994 2827 -13.07
1995 2937 3.89
1996 3462 17.88
1997 4179 20.71
1998 3707 -11.29
1999 3798 2.45
2000 4003 5.40
2001 3928 -1.87
2002 4015 2.21
2003 3949 -1.64
2004 4395 11.29
2005 4298 -2.21
2006 3180 -26.01
2007 3691 16.07
2008 3955 7.15
2009 3983 0.71
2010 2740 -31.21
2011 3835 39.96
2012 3525 -8.08
2013 2713 -23.04
2014 2234 -17.66
2015 2897 29.68
2016 2362 -18.47
2017 2008 -14.99
2018 1606 -20.02
2019 3342 108.09
2020 3000 -10.23
2021 2269 -24.37
2022 2641 16.39
2023 2614 -1.02
Arithmetic mean 3269.19 -
Coefficient of variation % 22.61 -

Source: Prepared based on the annual agricultural statistical compilations.

Table 3 indicates that productivity started at 3252 kg/ha, reflecting a good level of
agricultural efficiency during that period. However, the following years witnessed
significant fluctuations, such as the 13.07% decline in 1994%, reflecting the challenges
faced by farmers, such as climate change or economic crises. In contrast, the following
years witnessed periods of recovery, with productivity achieving a significant increase
in 1997, reaching 4179 kg/ha, indicating an improvement in agricultural conditions or
the adoption of better technologies and advanced agricultural methods. Over time,
productivity was significantly affected by the political and economic crises after 2011,
as it decreased to 2362 kg/ha in 2016, reflecting the debilitating effects of protests and
conflicts on the agricultural sector.

Despite these challenges, periods of recovery emerged, such as in 2019, which
witnessed a significant increase of 108.09%, indicating practical efforts to improve
agricultural practices and adapt to changing conditions. The arithmetic mean of
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productivity at 3269.19 kg/ha reflects the general trend of the sector, though the CV of
22.61% indicates instability in productivity, calling for special attention from
agricultural policymakers to improve agricultural conditions and enhance
sustainability.

This data is a vital analytical tool for understanding the dynamics of agriculture in
Syria, helping to guide policies towards improving productivity and enhancing food
security, in addition to strengthening cooperation between farmers and government
agencies.

Estimating cotton production using the multi-layer perceptron neural network
model: The multi-layer perceptron (MLP) module was used together with the statistical
software (IBM SPSS 25) to estimate cotton production in Syria for 2024-2030. Table
4 summarizes the processing involved in the neural network, and shows the distribution
of data between the training and test groups. It also includes the number of samples
used, percentages for each group, and number of valid samples. This summary
contributes to understanding how to use data in building the neural network model.

Table 4: Summary of the processing methods in the neural network.

Case Processing Summary

N Percent
Sample Training 23 74.2
Testing 8 25.8
Valid 31 100.0
Excluded 0
Total 31

Source: Neural network outputs using SPSS.

The total data consists of 31 samples of which 23 or 74.2% were allocated for
training and 8 or 25.8% for testing. This distribution represents a practical methodology
for dealing with data, as it allows the network to be trained on a large data set,
enhancing its ability to learn and generalize well. The training set is essential for
teaching the model important patterns and characteristics of the data, while the test set
evaluates its performance and its ability to generalize to new data that it has not seen
before.

It is worth noting that all the samples used were valid, meaning there was no missing
or invalid data in the analysis. This enhances the credibility of the results extracted
from the model, as the accuracy of predictions depends on the quality of the input data.
Furthermore, the table shows the importance of good planning for the data partitioning
process, as it contributes to improving the model’s performance and accurately
evaluating it. Distributing data evenly between the training and test sets helps reduce
the risk of bias and ensures that the model learns from data and can make accurate
predictions when faced with new situations. This integrated process enhances the
neural network’s effectiveness in various applications, making it a powerful tool in
machine learning and artificial intelligence.

Table 5 presents information on the multi-layer neural network showing the network
structure and the basic components making up the machine learning model. It details
the input layer containing the independent variables, the number of units used in it, and
the rescaling method used for the independent variables. As for the hidden layers, the
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table shows only one layer with two units, and an activation function is used to enhance
the learning ability. In the output layer, the dependent variable is specified, at one unit,
and a similar rescaling method. The table concludes with information about the error
function used, which contributes to measuring the accuracy of the model. In general,
the table reflects the design of the neural network and its technical details, making it
easier to understand how it works in processing data and achieving predictions.

Table 5: The multi-layer neural network.

Network Information

Input Layer Covariates 1 Area
2 Productivity
Number of Units 2
Rescaling Method for Covariates Standardized
Hidden Layer(s) Number of Hidden Layers 1
Number of Units in Hidden Layer 1a 2
Activation Function Hyperbolic tangent
Output Layer Dependent Variables 1 Production
Number of Units 1
Rescaling Method for Scale Dependents Standardized
Activation Function Identity
Error Function Sum of Squares

a. Excluding the bias unit
Source: Neural network outputs using SPSS.

The table offers detailed insights into the multilayer neural network’s structure and
key components used during the learning process. The network begins with an input
layer consisting of two independent variables, area, and throughput, totaling two input
units. To enhance the learning process, standardized rescaling is applied, ensuring that
the range of these variables is uniform. This uniformity is crucial for accelerating
convergence and mitigating gradients-related issues, allowing the model to learn more
effectively. The network features a single hidden layer with two units, representing a
straightforward yet effective design choice. The hyperbolic tangent activation function
is employed in this layer, which is favored in neural networks for its capability to
capture complex patterns and nonlinear interactions among variables.

This capacity to manage nonlinear relationships significantly enhances the model’s
performance, particularly in contexts requiring a nuanced understanding of variable
interdependencies. The dependent variable is the output in the output layer, with a
single unit designated for prediction. The same rescaling method applied in the input
layer is also used here, ensuring consistency between input and output data. The
model's performance is evaluated using the sum of squares as the error function, which
aids in measuring the accuracy of its predictions.

Figure 1 shows a model of the neural network used, including details of its structure
and the activation functions. The model consists of an input layer with two main
variables which are linked to two units in the hidden layer. The arrows represent the
directions in which data is passed between the layers, with the synaptic weights that
affect the strength of the relationship between the units being distinguished. The
different colors indicate positive and negative weights, highlighting how each variable
affects the final output comprehensively. The figure reflects the design of the neural
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network and its mechanism of operation, making it easier to understand how data is
processed and predictions are made in different contexts.

Synaptic Weight = 0
e Synaptic Weight < 0

_

Hidden layer activation function: Hyperbolic tangent

Ciutput layer activation function: Identity

Figure 1: Multi-Layer Perceptron Neural Network Architecture.

The figure comprehensively illustrates the structure of the multi-layer neural
network, as it consists of several main elements that contribute to the prediction
process. The network starts with the input layer containing two independent variables,
"Area" and "Productivity." These variables represent the essential factors that affect
the results to be predicted. The "Bias" unit supports these variables, adding a fixed
amount that can enhance or mitigate the effect of the input signals. Then, the signals
are transferred to the hidden layer that consists of two units, "H(1:1)" and "H(1:2)",
where the "Hyperbolic tangent" activation function is applied. This function
contributes to processing the data effectively by dealing with negative and positive
values, which helps the network learn from complex patterns. Finally, the signals reach
the output layer that contains one unit representing the dependent variable
"Production.” Here, the "ldentity" activation function ensures the output is passed
directly without modification.

The figure also shows the weights associated between the units, with the grey arrows
showing positive weights that enhance the signals and the blue ones showing negative
weights that reduce the effect of the signals. This comprehensive design shows how
data is processed across the network to arrive at accurate predictions about production
based on the independent variables.

Table 6 provides a comprehensive summary of the neural network model used,
including performance metrics for both the training and testing phases. It covers several
important aspects, starting with the sum of squared errors, which reflects the accuracy
of the model during training, as well as the relative error, which shows the percentage
of error compared to the actual values.

The stopping rule used indicates the effectiveness of the learning process, and the
training duration shows the time-efficiency of the model. Regarding the testing phase,
the table also shows the performance of the model by measuring the sum of squared
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errors and the relative error, which indicates the reliability of the model in predicting
the actual values, providing a clear overview of the effectiveness of the model in
processing the data and achieving the desired predictions.

Table 6: Summary of the neural network model used.

Model Summary

Training The Sum of Squares Error .009
Relative Error .001
Stopping Rule Used 1 consecutive step(s) with no
decrease in error
Training Time 0:00:00.00
Testing The Sum of Squares Error .001
Relative Error .000

Dependent Variable: Production
a. Error computations are based on the testing sample.
Source: Neural network outputs using SPSS.

The table provides a comprehensive summary of the performance of the neural
network model across the training and testing phases, with the values provided as vital
indicators of the model’s effectiveness. In the training phase, the sum of squares error
(0.009) shows the model’s ability to minimize the gap between predicted and actual
values, reflecting good prediction accuracy. The relative error (0.001) reinforces this
assessment, indicating that the error ratio compared to actual values is very small,
reflecting the model’s reliability. The stopping rule used, which is based on the error
not decreasing after a certain number of steps, indicates the model’s stability, while the
short training duration (0:00:00.00) indicates the model’s efficiency in processing data
quickly.

In the testing phase, the sum of squares error (0.001) shows significant
improvement, meaning that the model can predict more accurately with new data that
was not used in training, while the relative error (0.000) reflects almost no error,
indicating the model’s ability to generalize effectively. The dependent variable,
“production,” shows the ultimate goal of the model, highlighting its practical use in
predicting production levels. In general, these values reflect the high performance and
reliability of the model, making it an effective tool in practical applications related to
forecasting.

Figure 2 is a visual representation of the importance of variables in the analysis
model, showing the relative impact of each of the independent variables on the
dependent variable. The relative values displayed express the importance of each
variable in the context of the model, providing valuable insights into understanding the
main factors that affect the results obtained. This figure is considered an effective tool
for analyzing data and supporting strategic decision-making based on the extracted
results.
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Figure 2: Relative importance of independent variables according to the neural
network model.

The figure also provides a graphical analysis highlighting the importance of
variables in the analysis model, focusing on two main variables: “area” and
“productivity.” The area bar extends to about 70% of the value axis, indicating that
this variable significantly influences the results. This means that changes in area,
whether an increase or decrease, can significantly affect the model's overall
performance, making it necessary to consider this factor in decision making.

In contrast, the productivity bar extends to about 30%, indicating that the impact of
this variable is much less than the area. Although productivity remains an important
factor, the low relative impact suggests that other factors may have a more significant
impact or were not included in the current model. This may include crop type, farming
techniques, or climatic conditions, which can effectively determine productivity. These
values provide a clear contrast in the importance of variables, reflecting the need to
focus on area as a key factor to achieve tangible improvements in results.

Therefore, decision-makers and practitioners can use this information to direct their
investments and efforts towards improved space management, leading to better
outcomes in areas such as agriculture and production. By understanding these
dynamics, production strategies can be improved and efficiency increased, contributing
to achieving sustainable development goals.

Estimating cotton production in Syria for 2024-2030 using the neural network
model: Table 7 provides estimates of the expected production of cotton crop in Syria
during the 2024-30 period based on the outputs of the neural network model. It reflects
the expected values of annual production in tons, in addition to the annual percentage
growth rate, which provides valuable insights into future trends in cotton production.
It also shows annual growth rates ranging between negative and positive, indicating a
gradual improvement in production. This analysis is an important tool for policy- and
decision-makers in the agricultural sector, as they can benefit from these expectations
to develop effective strategies that enhance cotton productivity and contribute to the
sustainability of this vital sector in Syria.
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Table 7: Expected values of cotton production in Syria from 2024 to 2030 using
the neural network model.

Annual growth rate% Expected production (tons) Year
- 67088.89 2024

-0.10 67020.62 2025

0.19 67147.35 2026

0.37 67399.08 2027

0.49 67728.14 2028

0.55 68102.87 2029

0.58 68498.83 2030

Source: Prepared by the researcher based on the outputs of the neural network.

The table provides projected production estimates for cotton crops in Syria from
2024-2030 based on the outputs of the neural network model. The data includes
detailed production forecasts, with production expected to reach 67,088.89 tons in
2024, representing a starting point for this time series. However, the table indicates a
slight annual decrease in production of 0.10% in 2025 to 67,020.62 tons. This decrease
may be attributed to climate change, market challenges, or agricultural techniques.
Despite this decrease, subsequent years show continuous improvements in production.
In 2026, production is expected to increase by 0.19% to 67,147.35 tons, possibly
attributed to improved agricultural practices or new technologies that enhance
production efficiency.

This positive trend continues in the following years, with production forecast to
reach 67,399.08 tons in 2027 and 67,728.14 tons in 2028, showing higher growth rates
of 0.37% and 0.49%, respectively in 2029, production reaches 68,102.87 tons, a growth
rate of 0.55%, indicating the success of agricultural policies and technological
innovations in enhancing productivity. These positive trends continue in 2030 when
production is expected to grow by 0.58% over the previous year to reach 68,498.83
tons. Such data reflects production trends and are important tools for decision-makers
and farmers. Understanding them can help identify appropriate strategies to improve
agricultural resource management, estimate agricultural input requirements, and
develop effective marketing plans.

Therefore, these estimates can contribute to improving the efficiency of agricultural
production and enhancing the sustainability of this vital sector, which helps achieve
the sustainable development goals in Syria.

Conclusions

Cotton cultivation in Syria witnessed significant transformations from 2010 to 2023,
with productivity experiencing significant fluctuations between 2010 and 2018 and
major declines especially between 2012 and 2016. Production reached its lowest level
in 2016 as a result of the agricultural sector being affected by crises and conflicts.
Despite some notable increases in production in subsequent years, sustainable stability
was not achieved. However, the slight increase in cultivated area in 2023 indicates
attempts at recovery, reflecting some positive signs of improvement in the agricultural
sector.
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The neural network model used in this study proved highly efficient in predicting
cotton production, registering a significant decrease in square error and relative error
rates, indicating the model's success in analyzing data effectively. It was found that
"area" was the most influential variable in determining the level of production, which
calls for focusing on improving the management of cultivated areas. Future
expectations indicate a gradual improvement in production until 2030, with positive
growth rates, reflecting the possibility of enhancing productivity in the future.

Based on these results, it is recommended to focus on improving agricultural
strategies and resource management, in addition to providing training programs for
farmers to enhance their knowledge of modern technologies. It shows the importance
of focusing on the influencing factors and adopting modern technological methods to
achieve the goals of food security and sustainable development in Syria.

Supplementary Materials:
No Supplementary Materials.
Author Contributions:
Methodology, writing and original draft preparation, review and editing. The author has
read and agreed to the published version of the manuscript.
Funding:
This research received no external funding.
Institutional Review Board Statement:
The study was conducted following the protocol authorized by the Head of the Ethics
Committee, Lattakia University, Syria.
Informed Consent Statement:
Not applicable.

Data Availability Statement:
Data available upon request.

Conflicts of Interest:
The authors declare no conflict of interest.

Acknowledgments:
Many thanks to the editorial board of Al-Anbar Iragi magazine.

Disclaimer/Journal’s Note:

The statements, opinions, and data contained in all publications are solely those of the
individual author(s) and contributor(s) and not of AJAS and/or the editor(s). AJAS and/or the
editor(s) disclaim responsibility for any injury to people or property resulting from any ideas,
methods, instructions, or products referred to in the content.

References

1. Ashapure, A., Jung, J., Chang, A., Oh, S., Yeom, J., Maeda, M., ... and Smith, W.
(2020). Developing a machine learning based cotton yield estimation framework
using multi-temporal UAS data. ISPRS Journal of Photogrammetry and Remote
Sensing, 169: 180-194. https://doi.org/10.1016/j.isprsjprs.2020.09.015.

2. Benayad, W., and Khadidja, F. (2024). The application of artificial neural network
models to forecast wheat production through time series analysis in key countries.
International Journal of Economic Perspectives, 18(10): 1810-1826.

1119


https://doi.org/10.1016/j.isprsjprs.2020.09.015

Anbar J. Agric. Sci., Vol. (23) No. (2), 2025. ISSN: 1992-7479 E-ISSN: 2617-6211

3.

10.

11.

12.

13.

14.

15.

Dhaliwal, J. K., Panday, D., Saha, D., Lee, J., Jagadamma, S., Schaeffer, S., and
Mengistu, A. (2022). Predicting and interpreting cotton yield and its determinants
under long-term conservation management practices using machine learning.
Computers and Electronics in Agriculture, 199: 107107.
https://doi.org/10.1016/j.compag.2022.107107.

Food and Agriculture Organization (FAO). (2022). Economics of main sub-
sectors in Syrian agriculture.

Food and Agriculture Organization of the United Nations (FAO). (2025).
Syrian Arab Republic: Emergency and Recovery Plan of Action 2025-2027.
FAO. Retrieved from https://www.fao.org/syria/en.

Hassan, R. F., and Rahim, A. T. (2011). Building statistical data mining models
for wheat production in Iraq. Al-Qadisiyah Journal for Administrative and
Economic Sciences, 13(4): 97-108. https://doi.org/10.33916/gjae.2024.841.

Jin, H., Kim, Y. G., Jin, Z., Rushchitc, A. A., and Al-Shati, A. S. (2022).
Optimization and analysis of bioenergy production using machine learning
modeling: Multi-layer perceptron, Gaussian processes regression, K-nearest
neighbors, and Artificial neural network models. Energy Reports, 8: 13979-13996.
https://doi.org/10.1016/j.eqyr.2022.10.334.

Kumar, R., Patil, S. L., and  Desai, B. K. (2025).
Comparative analysis of machine learning and statistical models for cotton yield
prediction in major growing districts of Karnataka, India. Journal of Cotton
Research, 8(1). https://doi.org/10.1186/s42397-024-00208-8.

Livieris, I. E., Dafnis, S. D., Papadopoulos, G. K., and Kalivas, D. P. (2020). A
multiple-input neural network model for predicting cotton production quantity: a
case study. Algorithms, 13(11): 273. https://doi.org/10.3390/a13110273.
Ministry of Agriculture and Agrarian Reform. (2025). Agricultural plan and
implementation of cotton cultivated areas for the 2023-2024 season (official
statistical data). Syrian Arab Republic.

Naama, M. (2023). Forecasting wheat production in Syria using artificial
intelligence models. Tishreen University Journal for Research and Scientific
Studies - Biological Sciences Series, 45(3): 205-219.

Rafeeq, U., Badar, H. M. S. U., Hussain, I., Imran, M. A, and Baig, F. (2025).
Cotton yield prediction using machine learning techniques. Spectrum of
Engineering Sciences, 3(7): 1397-1412.

Shahzad, M. U., Tahir, S., Rashid, J., Khashan, O. A., Ahmad, R., Mansoor, S.,
and Ghani, A. (2025). Machine learning-based cotton yield forecasting under
climate change for precision agriculture. Smart Agricultural Technology, 12:
Avrticle 101117. https://doi.org/10.1016/j.atech.2025.101117.

Shamany, R., and Ramadan, T. (2019). Comparison Performance Prediction
between some Artificial Neural Networks (Box Jenkins) methodology with
application.  Iragi Journal of Statistical Sciences, 16(1): 51-76.
https://doi.org/10.33899/i0j0ss.2019.0164183.

Yildirim, T., Moriasi, D. N., Starks, P. J., and Chakraborty, D. (2022). Using
artificial neural network (ANN) for short-range prediction of cotton yield in data-

1120


https://doi.org/10.1016/j.compag.2022.107107
https://www.fao.org/syria/en?utm_source=chatgpt.com
https://doi.org/10.33916/qjae.2024.841
https://doi.org/10.1016/j.egyr.2022.10.334
https://doi.org/10.1186/s42397-024-00208-8
https://doi.org/10.3390/a13110273
https://doi.org/10.1016/j.atech.2025.101117
https://doi.org/10.33899/iqjoss.2019.0164183

Anbar J. Agric. Sci., Vol. (23) No. (2), 2025. ISSN: 1992-7479 E-ISSN: 2617-6211

16.

scarce regions. Agronomy, 12(4): 828.
https://doi.org/10.3390/agronomy12040828.

Zhao, L., Um, D., Nowka, K., Landivar-Scott, J. L., Landivar, J., and Bhandari,
M. (2024). Cotton yield prediction utilizing unmanned aerial vehicles (UAV) and
Bayesian neural networks. Computers and Electronics in Agriculture, 226:
109415. https://doi.org/10.1016/j.compag.2024.109415

1121


https://doi.org/10.3390/agronomy12040828
https://doi.org/10.1016/j.compag.2024.109415

