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Abstract 

Artificial intelligence (AI) is one of the modern technological 

developments that has fundamentally impacted various aspects of life, 

including legal and constitutional systems. With the increasing use of AI 

technologies, legal issues have emerged regarding liability for damages 

that may result from these technologies, raising questions about the role 

of constitutional legislators in regulating this issue. This research aims to 

examine the responsibility of constitutional legislators in limiting 

damages resulting from AI, by analyzing the constitutional frameworks 

that can regulate the operation of these technologies and the adequacy of 

current constitutional texts to keep pace with technological developments. 

Hence, the question arises: What is the extent of the constitutional 

legislator's liability for damages resulting from AI, and what 

constitutional tools can they use to limit these damages? 

The answer lies in the fact that the development of AI systems has 

reached its current level, producing numerous physical applications that 

operate within these systems and have the ability to act freely and 

independently according to the surrounding circumstances. 
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While AI and its physical applications have benefits and advantages, their 

excessive use can cause harm to humans. The importance of this research 

stems from the need to find constitutional solutions that mitigate the 

potential risks of artificial intelligence and protect the fundamental rights 

and freedoms of individuals. 

The research relies on a descriptive and analytical approach, 

through the study and analysis of comparative constitutional texts, in 

addition to a deductive approach to anticipate future legislative solutions. 

 الممخص
يُعَدُّ الذكاء الاصطناعي مف التطورات التكنولوجية الحديثة التي أثرت بشكؿ جوىري عمى 

والدسػػتورية. ومػػا تزايػػد اسػػتخداـ تقنيػػات مختمػػؼ جوانػػب الحيػػاة، بمػػا لأػػي ذلػػؾ اننظمػػة القانونيػػة 
الػػذكاء الاصػػطناعي، بػػرزت إشػػكاليات تانونيػػة تتعمػػؽ بالمسػػؤولية الناجمػػة عػػف انضػػرار التػػي تػػد 
 .تنتج عف ىذه التقنيات، مما يطرح تساؤلات حػوؿ دور المشػرع الدسػتوري لأػي تنظػيـ ىػذه المسػ لة

ي الحػػػد مػػػف انضػػرار الناجمػػػة عػػػف ييػػدؼ ىػػػذا البحػػث إلػػػى دراسػػػة مسػػؤولية المشػػػرع الدسػػػتوري لأػػ
الذكاء الاصطناعي، مف خلاؿ تحميؿ انطر الدسػتورية التػي يمكػف أف تػُنظـ عمػؿ ىػذه التقنيػات، 

ومػف ىنػا يػ تي التسػاؤؿ  .ومدى كفاية النصػوص الدسػتورية الحاليػة لمواكبػة التطػورات التكنولوجيػة
ذكاء الاصػػػطناعي، ومػػػا ىػػػي مػػا مػػػدى مسػػػؤولية المشػػػرع الدسػػػتوري عػػػف انضػػػرار الناتجػػػة عػػػف الػػػ
وتكمػف الاجابػة الػى اف تطػوير  اندوات الدستورية التي يمكنو استخداميا لمحد مػف ىػذه انضػرار 

انظمة الذكاء الاصطناعي الى اف  وصمت الى مػا ىػي عميػة الاف والأػرزت العديػد مػف التطبيقػات 
ريػػػة واسػػػتقلاؿ ولأػػػؽ الماديػػػة التػػػي تعمػػػؿ مػػػف خػػػلاؿ انظمتػػػة ويكػػػوف ليػػػا القػػػدرة عمػػػى التصػػػرؼ بح

نظػػرا لاف  الػػذكاء الاصػػطناعي وتطبيقاتػػو  الماديػػة لأوا ػػد  الظػػروؼ والملابسػػات المحيطػػة بيػػا .
وايجابيات الا اف كثره استخدامو يؤدي الى احداث اضرار بالبشر .تبرز أىمية البحث مف الحاجة 

مػػػي الحقػػػوؽ إلػػػى إيجػػػاد حمػػػوؿ دسػػػتورية تحػػػد مػػػف المخػػػاطر المحتممػػػة لمػػػذكاء الاصػػػطناعي، وتح
يعتمػػػػد البحػػػػث عمػػػػى المػػػػنيج الوصػػػػفي التحميمػػػػي، مػػػػف خػػػػلاؿ دراسػػػػة .والحريػػػػات انساسػػػػية ل لأػػػػراد

النصػػػػوص الدسػػػػتورية المقارنػػػػة وتحميميػػػػا، با ضػػػػالأة إلػػػػى المػػػػنيج الاسػػػػتنباطي لاستشػػػػراؼ حمػػػػوؿ 
 .تشريعية مستقبمية

 المبحث ايول: ماهية الذكاء الاصطناعي
أبػرز التطػورات التقنيػة التػي مػزت مختمػؼ مجػالات أحػد  (AI) يعػد الػذكاء الاصػطناعي

الحيػػاة البشػػرية لأػػي العصػػر الحػػديث، ويُعَػػرؼ عمػػى أنػػو القػػدرة التػػي يتمتػػا بيػػا الجيػػاز أو النظػػاـ 
البرمجػػي لأػػي محاكػػػاة العمميػػات الذىنيػػػة البشػػرية مثػػؿ الػػػتعمـ، التفكيػػر، التحميػػػؿ، التفسػػير، واتخػػػاذ 

وع عموـ الكمبيوتر ييدؼ إلى تطوير اننظمة والبرمجيات القرارات. وبعبارة أخرى، ىو لأرع مف لأر 
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التي تُمكّف الآلات مف أداء ميػاـ كانػت تتطمػب لأػي السػابؽ تػدخلًا بشػريًا. وتتنػوع تطبيقػات الػذكاء 
الاصػػػطناعي لتشػػػمؿ جميػػػا منػػػاحي الحيػػػاة مثػػػؿ الرعايػػػة الصػػػحية، الصػػػناعات، التجػػػارة، التعمػػػيـ، 

 (601، ص0200يسات،) الخر .انمف، وميرىا مف المجالات
يشػػمؿ الػػذكاء الاصػػطناعي العديػػد مػػف اننػػواع وانسػػاليب التػػي تعتمػػد عمػػى الخوارزميػػات 

، والشػػػبكات (Machine Learning) والنمػػػاذج الرياضػػػية، حيػػػث يػػػتـ اسػػػتخداـ الػػػتعمـ الآلػػػي
، وىػو مػا (Deep Learning) ، والػتعمـ العميػؽ(Neural Networks) العصػبية الاصػطناعية

نظمػػة بتحميػػؿ البيانػػات، واسػػتخلاص اننمػػاط، والػػتعمـ مػػف التجػػارب السػػابقة. كمػػا تعتمػػد يسػػمل ل 
مما يمكنيا  (Natural Language Processing) بعض اننظمة عمى معالجة المغة الطبيعية

 .مف لأيـ وتوليد النصوص البشرية
جوانػػب  ويعتبػػر الػػذكاء الاصػػطناعي مػػف التقنيػػات التػػي تُحػػدث تحػػولًا جػػذريًا لأػػي مختمػػؼ

الحيػػػاة البشػػػرية، حيػػػث يمكّػػػف اننظمػػػة مػػػف القيػػػاـ بميػػػاـ متقدمػػػة مثػػػؿ تشػػػخيص انمػػػراض، تيػػػادة 
السػػيارات الذاتيػػة، إجػػراء انبحػػاث العمميػػة، تنفيػػذ انعمػػاؿ التجاريػػة، وحتػػى تقػػديـ الػػدعـ الشخصػػي 

العػػػالـ  باسػػتخداـ المسػػاعدات الذكيػػػة مثػػؿ  سػػػيري  أو  أليكسػػا . ومػػا تطػػػور ىػػذه التقنيػػػات، يواجػػو
تحػػديات تانونيػػة وأخلاتيػػة جديػػدة، تتطمػػب وضػػا أطػػر تانونيػػة منظمػػة لحمايػػة انلأػػراد والمجتمعػػات 

 (32،ص 0200) القسوس ، .مف مخاطر ىذا التقدـ التكنولوجي
 المطمب ايول :مفهوم الذكاء الاصطناعي

الػػذكاء بشػػكؿ تبػػؿ ا شػػارة إلػػى المفػػاىيـ المختمفػػة لمػػذكاء الاصػػطناعي، يجػػب مػػف بيػػاف المقصػػود ب
عػػػاـ وىػػػو القػػػدرة عمػػػى التحميػػػؿ والتخطػػػيط والتصػػػنيا وحػػػؿ المشػػػكلات، وسػػػرعة المحاكػػػاة العقميػػػة، 
والتفكيػػػػػػر المجػػػػػػرد، وجمػػػػػػا انلأكػػػػػػار وتنسػػػػػػيقيا، وسػػػػػػرعة الػػػػػػتعمـ(.) خالػػػػػػد محمػػػػػػد خيػػػػػػر شػػػػػػي  ، 

 (047،ص0264
ؽ عمػى ومف مير الخالأي أف عدـ وضا مفيوـ محدد ودتيؽ لمذكاء الاصطناعي، كصػعوبة ا تفػا

 تعريؼ الذكاء الاصطناعي بشكؿ عاـ؛ لموصوؿ إلى المفيوـ انوؿ بشكؿ خاص.
، ومسػػتويات مختمفػػة كػػالمنطؽ والتفكيػػر والفيػػـ  الػػذكاء البشػػري بشػػكؿ مفيػػوـ معقػػد، لػػو عػػدة معػػافف

 (60،ص0202والتحميؿ والتعمـ)السقا ، 
بتكػػار، بقػػوة لأطرتػػو ولأطنػػة ويعػػرؼ الػػبعض أنػػو تػػدرة ا نسػػاف عمػػى الفيػػـ وا سػػتنتاج والتحميػػؿ والا

خػاطره، أي أنػو القػدرة عمػى إدراؾ ولأيػـ متغيػرات الظػروؼ وتعمػـ الحػالات الجديػدة والمتغيرة)أحمػد 
 (006، ص 0206محمد لأتحي الخولي، 
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مػػا ظػػروؼ الحيػػاة  ويضػػيؼ لأريػػؽ أخرب نػػو )كػػؿ مػػا يػػرتبط بالقػػدرات العقميػػة ل نسػػاف، كػػالتكيؼ
والتحميػػؿ والتخطػػيط وحػػؿ  الخبػػرات الحياتيػػة، وكػػذا التفكيػػروا سػػتفادة مػػف التجػػارب الشخصػػية و 

عػػف سػػرعة الػػتعمـ، وتوظيػػؼ مػػا تػػـ  المشػػكلات، وا سػػتنتاج السػػميـ، وا حسػػاس بػػالآخريف، لأضػػلا
 (02، ص 0202تعممو بالشكؿ السميـ.) أسماء السيد ،كريمة محمود ،

ء،ا صػػطناعي وانوؿ أمػا عػف الػػذكاء ا صػطناعي لأيػو مصػػطمل يتكػوف مػف كممتػػيف ىمػا ) الذكا
سػػبؽ ا شػػار إليػػو عمػػى أنػػو القػػدرة عمػػى الفيػػـ وا دراؾ، وانخيػػر يطمػػؽ عمػػى انشػػياء التػػي تنشػػ  
نتيجة الفعؿ، أو النشاط الذي يتـ مف خلاؿ إصطناع وتشكيؿ انشياء بصورة طبيعيػة دوف تػدخؿ 

 ا نساف، أي ما كاف مصنوعا بصنا صانا.
المطمػب ا شػارة إلػى المفػاىيـ المختمفػة لمػذكاء ا صػطناعي،  بناء عمى مػا سػبؽ سػنتناوؿ لأػي ىػذا

 وذلؾ كما يمي:
( يعػػرؼ الػػذكاء ا صػػطناعي ب نػػو لأػػرع مػػف Merriam-Websterلأػػي البدايػػة نجػػد بػػ ف تػػاموس )

لأروع عموـ الكمبيوتر، يتعامؿ ما محاكاة السموؾ الذكي لأي أجيزة الكمبيوتر ، بحيث تعطي الآلة 
 وؾ البشري الذكي.القدرة عمى تقميد السم
( إلػػي أنػػو تػػدرة الكمبيػػوتر الرتمػػي، أو الروبػػوت المحكػػوـ بػػو عمػػى Britannicaوتشػػير موسػػوعة )

 أداء المياـ المرتبطة عادة بالكا نات الذكية، بما يمكنيا مف التكيؼ ما الظروؼ المتغيرة(
) Fabien Moutarde, 2019 p:61( 

ىػػػػو العمػػػػـ الػػػػذي يبحػػػػث مػػػػف خػػػػلاؿ النظريػػػػات ويضػػػػيؼ الفقػػػػو الفرنسػػػػي أف الػػػػذكاء الاصػػػػطناعي 
 0222والتقنيػػػػات المسػػػػتخدمة لأػػػػي ابتكػػػػار الات تػػػػادرة عمػػػػى محاكػػػػاة الػػػػذكاء البشػػػػري.) مػػػػاكتير، 

 (023،ص
وىناؾ مف يعرلأو تعريفًا واضػحًا ب نػو العمػـ الػذي ييػدؼ إلػى جعػؿ الآلػة تقػوـ بالميػاـ التػي ينجزىػا 

 البشر باستخداـ ذكا يـ.
الرأي مف الفقو ا نجميزي إلى وضا مفيوـ لو ىو عمـ وتقنية تا مة عمى عدد ويذىب أنصار ىذا 

مف المجالات المعرلأية كعمػوـ الحاسػب الآلػي، والرياضػيات، واليندسػة، وانحيػاء، والفمسػفة، والتػي 
 (660،ص 0202تيدؼ إلى تطوير وظا ؼ الحاسب الآلي لتحاكي الذكاء البشري)السقا ،

ي المؤيد لاعتبار الذكاء الاصطناعي عممًػا مسػتقلًا، لأيػو عمػـ ييػدؼ إلػى أما بالنسبة لمفقو المصر 
تصػػميـ أنظمػػة ذكيػػة مػػف شػػ نيا أف تجعػػؿ الحاسػػب الآلػػي يتصػػرؼ بػػذكاء، ويتعامػػؿ مػػا القػػدرات 
البشػػػرية، وذلػػػؾ مػػػف خػػػلاؿ تغذيتػػػو بالبيانػػػات الضػػػخمة، أو مػػػف خػػػلاؿ الػػػتعمـ الذاتي)محمػػػد لأتحػػػي 

 (.6211،ص 0200محمد إبراىيـ ،
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عرلأو تاموس كامبريدج )تاموس كامبريدج ا نجميزي( ب نو )دراسة كيفية إنتاج الات لدييا بعػض و 
الخصػػا ص التػػي يمتمكيػػا العقػػؿ البشػػري، مثػػؿ القػػدرة عمػػى لأيػػـ المغػػة والتعػػرؼ عمػػى الصػػور وحػػؿ 

 المشكلات والتعمـ
التػي يقػوـ بيػا مػف  توتتنوع التعريفات الخاصة بالذكاء ا صطناعي تبعا لتنوع القدرات وا مكانيػا

لى نظرة الفقو إليو مف ناحية أخرى، لأمنيـ مف يري ب نو عمـ، أو لأرع مف لأروع الحاسػب  ناحية، وا 
 الآلي أو برنامج مستقؿ، وسنتعرض لتمؾ انراء عمى النحو التالي:

  ولا: الذكاء الاصطناعي عمم مستقل:
ىػب إلػى أف الػذكاء الاصػطناعي أوؿ مف تبني تمؾ الفكػرة ىػو )جػوف ماكػارثي )مكػارثي(( حيػث ذ

ىػو عمػـ دراسػػة وتصػميـ اننظمػػة الذكيػة بطريقػػة مسػتقمة تسػتوعب البي ػػة المحيطػة بيػػا، مػا إتخػػاذ 
 (67، ص 0200كالأة التدابير اللازمة مف أجؿ تحقيؽ أىداؼ محددة)العمر ،

رات البشػرية، ويعرلأو البعض أيضا ب نو عمـ الخوارزميات التي تعني ب تمتة القدرة عمػى إتخػاذ القػرا
سواء كاف ذلؾ بطريقة كاممة أو جز ية، ما القدرة عمػى التػ تمـ أو ا تتبػاس أو التنبػؤ بسػموؾ ميػر 
مبػػػرمج مسػػػبقا، بحػػػث يمكنػػػو مػػػف أخػػػذ تػػػرارات جديػػػدة لمتكيػػػؼ مػػػا البي ػػػة المحيطػػػة )عمػػػي السػػػقا 

 111، ص 0206،
 ثانيا : الذكاء الإصطناعي إحدى عموم الحاسب ابلي:

( تا مػػة العممػػاء التػػي أعتبػػرت أف الػػذكاء ا صػػطناعي ىػػو إحػػدي Elaine Rich) يتصػػدر العػػالـ
عموـ أو لأروع الحاسب الآلػي، حيػث عرلأػة ب نػو )دراسػة لجعػؿ أجيػزة الكمبيػوتر تػؤدي أشػياء يقػوـ 

 (Elaine Ricc, 1985p 117.بيا ا نساف بطريقة ألأضؿ)
يتمتػا بقػدرات معرلأيػة، يكػوف مػف بػ ف ذلػؾ الػذكاء ىػو جيػاز كمبيػوتر  ويضػيؼ مؤيػدو ىػذا الػرأي

يخضػا إلػى رتابػة الشػخص الػذي تػاـ  شػ نيا أف تسػمل لػو باتخػاذ القػرارات بشػكؿ مسػتقؿ، دوف أف
 بتصميمو، أو الذي يقوـ باستخدامو

(Samir Merabet ،2020 ،p.224) 
ب نػػو )دراسػػة الحاسػػبات التػػي تجعػػؿ عمميػػات ا دراؾ  ولأػػي ذات السػػياؽ يضػػيؼ الفقػػو انمريكػػي

 تفكير والتصرؼ ممكنووال
. (Guillaume Guegan t 0200، , p57)  

ويذىب معظـ الفقو المصري إلػى إعتبػار الػذكاء ا صػطناعي إحػدى عمػوـ الحاسػب الآلػي، حيػث 
يعػػرؼ بػػ ف لأػػرع مػػف عمػػوـ الحاسػػب الػػذي يمكػػف مػػف خلالػػو إنشػػاءالممنوحة لػػو، حتػػي يػػتـ التنفيػػذ 
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باحتماليػػة إرتكابػػة لخطػػ  لأػػي التنفيػػذ تػػد يترتػػب عميػػو ب لأضػػؿ شػػكؿ ووسػػيمة ممكنػػة، مػػا ا عتػػراؼ 
 ضررا حسب انحواؿ(.

 المطمب الثاني: صور الذكاء الإصطناعي المختمفة
ييدؼ الذكاء ا صطناعي إلى لأيـ جميا أنواعو وأشكالو لفيميػا والعمميػات العقميػة التػي يقػوـ بيػا 

 ضالأة إلى الظروؼ البي ية المحيطة بوالعقؿ البشري، ولأقًا لممعطيات وانوامر الممنوحة لو، با 
وبعد أف حاولنا لأي المتكمـ السابؽ أف نوضل المفاىيـ المختمفة لمػذكاء الاصػطناعي بحسػب رؤيػة 
كؿ جانب لأقيو، لألا بد مف التعرض لأي ىذا المتكمـ ب شكالو المختمفة وأنواعو، ومػا سػنتناولو عمػى 

 النحو التالي:
 أولا: أشكاؿ الذكاء الاصطناعي:

وع أشكاؿ الذكاء الاصطناعي بحسب تدرتيا ووظيفتيا وميماتيا التي تقوـ بيا، والتي تدور بيف تن
 الآلات التفاعمية، وأكثر الذاكرة المحدودة، وا دراؾ الذاتي والقبيل مف العقؿ البشري.

 لذا يقسـ الفقو أشكاؿ الذكاء الاصطناعي إلى ثلاث أشكاؿ ىما
الضػعيؼ وىػو الػػذي يسػمل لولػة أو النظػاـ أو البرنػامج بفيػػـ  الشػكؿ انوؿ : الػذكاء ا صػطناعي

انوامر والامتثاؿ لمتعميمات التي يتمقاىا وينفذىا بشكؿ الي لا يحتػاج لأيػو أي تػدر مػف التفكيػر أو 
 تدرات إدراكية

وىذا الشكؿ يعمؿ لأي سياؽ محدود وىو محاكاة الػذكاء البشػري، ومالبػا مػا يركػز عمػى أداء ميمػة 
بشػػػػػكؿ جيػػػػػد، ومػػػػػف أمثمتػػػػػو الػػػػػذكاء ا صػػػػػطناعي بمحػػػػػرؾ البحػػػػػث جوجػػػػػؿ، والػػػػػذكاء واحػػػػػدة لأقػػػػػط 

ا صػطناعي الموجػػود لأػي الكثيػػر مػف انلعػػاب ا لكترونيػػة كمعبػة الشػػطرنج، وبػرامج التعػػرؼ عمػػى 
 الصور

) Jonathan Pouget، 2019، P.13) 
و أيضػػا الػػذكاء ويعتبػػر ىػػذا الشػػكؿ مػػف أكثػػر انشػػكاؿ الموجػػودة والمنتشػػرة حاليػػا، كمػػا يطمػػؽ عميػػ

 الضيؽ أو المحدود(
 (P.15،2020 ، Alexy Hamoui) 

الشكؿ الثاني: الذكاء ا صطناعي القوي وىذا الشكؿ مػف أشػكاؿ الػذكاء يحػاكي تػدرات البشػر لأػي 
التفكيػػر والتحميػػؿ والػػتعمـ وا سػػتفادة مػػف التجػػارب السػػابقة وأىػػـ مػػا يميػػزه، تمتعػػو بقػػدر كبيػػر مػػف 

تخػاذ القػرارات التػي ا ستقلالية، با ضالأة  إلى تدرتو عمػى الػتعمـ والتكيػؼ مػا المواتػؼ الجديػدة، وا 
 (.6316، ص 0206تتجاوز بشكؿ كبير تدراتو وبرمجتو )بطي ،
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ويقوـ الذكاء ا صطناعي القوي عمى تغذية الآلػة بػذكاء عػاـ، يجعميػا تسػتطيا التعامػؿ مػا البي ػة 
وباسػتقلالية، دوف ا نتظػار لتمقػي أمػر بالعمػؿ مػف مطػوره الخارجية المحيطة بيا مػف تمقػاء نفسػيا 

 (30،ص0267أو مبرمجو)السحمي ،
ويوجد ىذا الشكؿ لأي صػورة أنظمػة أو بػرامج أو الات أو أجيػزة، تشػترؾ جميعيػا لأػي تقاربيػا مػف 
مسػتوى الػػذكاء البشػري، حيػػث يمكنيػا أف تػػؤدي أممػػب الميػاـ التػػي يقػوـ بيػػا ا نسػاف، عػػف طريػػؽ 

تخػػػػاذ القػػػػرارات بشػػػػكؿ مسػػػػتقؿ، ومػػػػف أمثمتيػػػػا تمتعيػػػػا با لقػػػػدرة عمػػػػى جمػػػػا المعمومػػػػات وتحميميػػػػا، وا 
 (16، ص 0200السيارات ذاتية القيادة، وبعض الربوتات)خالد )لطفي،

 الشكل الثالث: الذكاء الإصطناعي الفائ :
نظػرا  وىو ذكػاء يتفػوؽ عمػى الػذكاء البشػري، أي يفتػرض لأيػو القيػاـ بالميػاـ التػي يقػوـ بيػا البشػر؛

لقدرتػػػو عمػػػى التواصػػػؿ مػػػا ا نسػػػاف مػػػف خػػػلاؿ لأيػػػـ ألأكػػػاره ومشػػػاعره وانفعالاتػػػو وردود ألأعالػػػو لأػػػي 
 مواتؼ معينة.

ويػػرى الػػبعض بػػ ف ىػػػذا الشػػكؿ مػػف أشػػػكاؿ الػػذكاء ا صػػطناعي لا يمكػػػف أف يحػػدث لأػػي انمػػػور 
ربػاء، ولكنػو مػف المادية والممموسة التي يقوـ بيا ا نساف، مثؿ أجيزة التعامػؿ مػا الحريػؽ أو الكي

الناحيػػػة الفنيػػػة يػػػتـ تحػػػت إشػػػراؼ وتوجيػػػو العقػػػؿ البشػػػري لأيػػػو لأػػػي الحقيقػػػة لا يتفػػػوؽ عمػػػى ذلػػػؾ 
 131، ،ص 0202انخير)عبد الحميد 

ف كػػاف ظيػػوره لأػػي القريػػب العاجػػؿ أمػػر  ولػػـ يصػػؿ التطػػور العممػػي إلػػى ىػػذا الشػػكؿ حتػػى الآف، وا 
 اليا ؿ لأي كالأة المجالات.متوتا؛ ونتاج طبيعي لمتقدـ العممي والتكنولوجي 

ويعد ىذا النوع مف الذكاء ا صطناعي انكثر إنتشارا وتداخلا لأي حياتنا؛ نظرا لتواجده لأي الكثير 
مف البرامج والآلات، مثؿ إكتشػاؼ انمػراض، وتحميػؿ البيانػات، والتمييػز بػيف مػا ىػو جيػد وضػار 

 منيا.
لتكنولوجيا التي تمكنو مف تطػوير أنظمػة تقػوـ ويسمل ىذا النوع ل جيزة بالتعمـ الذاتي مف خلاؿ ا

عمػى توتػا انشػياء الجديػػدة، والػتعمـ مػف التجػػارب السػابقة، معتمػدة لأػي ذلػػؾ عمػى البػرامج المػػزودة 
 (54،ص0202بو)الشورة ،

 وينقسـ التعمـ الآلي بدوره إلى نوعيف ىما :
ف ا سػتقلاؿ، حيػث التعمـ الخاضػا ل شػراؼ ويعمػؿ بواسػطة خوارزميػات تتمتػا بقػدر محػدود مػ- أ

يقػػوـ عممػػاء البيانػػات بػػتعمـ تمػػؾ الخوارزميػػات ا سػػتنتاجات المتوتعػػة، والتػػي يجػػب أف تقػػدميا أو 
 تصؿ إلييا بشكؿ مستقؿ

) Paul Scharre 2022،P29( 
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ومثػػاؿ تشػػبييي ليػػذا النػػوع، ىػػو تعمػػـ الطفػػؿ أنػػواع الثمػػار عػػف طريػػؽ حفػػظ انسػػماء عػػف طريػػؽ 
 صورىا.

ل شػػراؼ ويعتمػػد عمػػى خوارزميػػات أكثػػر إسػػتقلالية، حيػػث يػػتعمـ الػػذكاء  ب الػػتعمـ ميػػر الخاضػػا
ا صػػػطناعي كيفيػػػة تحديػػػد العمميػػػات والمسػػػا ؿ المعقػػػدة دوف تػػػدخؿ بشػػػري، ودوف إشػػػتراط تغذيتػػػو 
بالمعمومات والبيانات انساسػية، حيػث تػتعمـ وتتطػور تمػؾ الخوازميػات مػف خػلاؿ البيانػات انوليػة 

 اتيا وبياناتيا الخاصة.وتدرتيا عمى تحديث معموم
ويسػػتخدـ ذلػػػؾ النػػػوع مػػػف الػػػذكاء عمػػي سػػػبيؿ المثػػػاؿ لأػػػي مجػػػاؿ الطػػب الوتػػػا ي( عػػػف طريػػػؽ تيػػػاـ 
الخوازميات بتحميؿ البيانات الضخمة كالبيانػات الشخصػية لممريضػوانمراض السػابقة لػو، والتػاري  

مػد سػميـ خميػؼ، المرضي نتاربو، مف أجؿ تحديد مدى إحتمالية حػدوث مػرض معيف)الشػورة، مح
 .(43ص0202علاء أحمد حسف 

ويمكف تشػبيو ميكػانيزـ التعمػيـ ميػر الخاضػا ل شػراؼ بطريقػة تعمػيـ الطفػؿ التعػرؼ عمػى الفاكيػة 
مػػػػػػػػف خػػػػػػػػلاؿ ملاحظػػػػػػػػة انلػػػػػػػػواف وانحجػػػػػػػػاـ وانشػػػػػػػػكاؿ، بػػػػػػػػدلا مػػػػػػػػف حفػػػػػػػػظ انسػػػػػػػػماء بمسػػػػػػػػاعدة 

 (.35، ص 0267المعمـ)السحمي،
 التعمـ المتعمؽ : - 0

اء ا صػػطناعي ا تتػػراب مػػف العقػػؿ البشػػري والتفكيػػر بصػػورة تشػػابيو، حيػػث تقػػوـ ىنػػا يحػػاوؿ الػػذك
 الآلو أو الجياز بالتفكير والتخطيط الذاتي بشكؿ شبيو جدا با نساف.

ويتميز التعمـ العميؽ باعتماده عمى مستويات مختمفة مف الخوارزميػات التػي تكػوف شػبكة عصػبية 
 والتعمـ والتطور المستمر لذلؾ العقؿ. إصطناعية، تحاوؿ محاكاة العقؿ البشري،

وتسمل المستويات المختمفة لمخوارزميات أف تعمـ نفسيا بنفسيا، بؿ وخمؽ خوارزميات جديدة دوف 
توتػا سػموكيا لأػي موتػؼ معػيف ) محمػود  الحاجة إلى التدخؿ البشػري، أو دوف تػدرة المبػرمج عمػى

 (.36،ص0267حسف السحمي ،
ناعية، تمػػؾ الشػػبكة العصػػبية لأػػي الػػدماغ البشػػري، وتتكػػوف انولػػى وتشػػبو الشػػبكة العصػػبية ا صػػط

مػف مجموعػة مػف الطبقػات تعمػػؿ عمػى الػتعمـ العميػؽ، ولكػؿ طبقػػة عمػؿ معػيف، وتسػتطيا الشػػبكة 
العصػػبية ا صػػطناعية أف تتغيػػر وتتقػػدـ مثػػؿ العقػػؿ البشػػري والػػتعمـ مػػف انخطػػاء السػػابقة )أحمػػد 

 (.07، ص0200لطفي ، 
تمػػؾ الشػػبكات بػثلاث مراحػػؿ، تبػدأ مػػف الػػتعمـ تحػت ا شػػراؼ مػرورا بػػالتعمـ الغيػػر  ويمػر الػػتعمـ لأػي

خاضا ل شراؼ، وانتياءا بمرحمة الػتعمـ الػذاتي أو المعػزز، حيػث تعػالج الشػبكة مػا تقػا منيػا مػف 
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أخطػػػاء حتػػػى تنتيػػػي إلػػػى التحميػػػؿ ا يجػػػابي السػػػميـ ولتوضػػػيل الفػػػارؽ بػػػيف الػػػتعمـ الآلػػػي والعميػػػؽ 
 (.16، ص0200)أحمد لطفي ،  التالي:نضرب المثاؿ 

إذا تمػػػت البرمجػػػة أو خوارزميػػػة الػػػتعمـ الآلػػػي عمػػػى إضػػػاءة المصػػػباح عنػػػد سػػػماع كممػػػة )ظػػػلاـ(، 
لأسوؼ تستجيب تمؾ الخوارزمية عنػد سػماع ىػذا المفػظ لأقػط دوف سػواه، بينمػا برمجػة أو خوارزميػة 

)ظػلاـ( أو جممػة لا توجػد  التعمـ العميؽ سوؼ تستجيب وسيتـ إضاءة المصباح عنػد سػماع كممػة
كيرباء ( نف كلا المعنييف لدييا واحد، لأيي تدرؾ أف المستخدـ بحاجة إلى النور )أشػرؼ إبػراىيـ 

 (.661، ص  0206، 
يقسـ الفقو الػذكاء ا صػطناعي مػف  النوع الثاني : الذكاء ا صطناعي ومدى التدخؿ البشري لأيو:

ى إسػػػتقلاليتو عػػػف العنصػػػر البشػػػري، إلػػػى ثػػػلاث ومػػػد حيػػث درجػػػة التكنولوجيػػػا المسػػػتخدمة لأيػػػو،
 ( Paul Scharre, 2018, P 32)مستويات ىما

المسػػػتوى انوؿ : وتقػػػوـ لأيػػػو الآلػػػة أو الجيػػػاز بجػػػزء مػػػف المطمػػػوب منيػػػا لأقػػػط، ثػػػـ يتػػػدخؿ  - 6
 العنصر البشري لأي إتماـ العممية المطموبة.

مف ا ستقلاؿ، ولكف يظػؿ ذلػؾ تحػت المستوى الثاني: يتمتا لأيو الذكاء ا صطناعي بدرجة أكبر 
إشراؼ العنصر البشري، الذي بمقدوره التدخؿ لأي الوتت المناسب لوتؼ أي تجاوز أو تحوؿ عػف 

 اليدؼ المراد تحقيقو.
وأخيرا المستوي الثالث : وىو انخطر عمى ا طلاؽ، حيث تتيل لأيو اننظمة لمذكاء ا صطناعي 
التصػػرؼ الكامػػؿ لأػػي العمميػػة أو الميمػػة المطموبػػة دوف أي تػػدخؿ بشػػري لأػػي أي مػػف مراحميا)عبػػد 

 (.131، ،ص 0202الحميد، 
نػػواع الػػذكاء ا صػػػطناعي النػػوع الرابػػا: الػػذكاء ا صػػطناعي ولأقػػا لمميػػاـ التػػي يقػػوـ بيػػا  تتعػػدد أ

 (.671،ص 0200بحسب الوظا ؼ وانىداؼ التي يحققيا الى: )محمد إبراىيـ ،
الآلات التفاعمية : وىو أبسط أنواع الذكاء ا صطناعي، حيث لا يستطيا التعمـ مف تجاربو  - 6

و دوف أي السابقة، وبالتالي لا يممؾ تطػوير انعمػاؿ التػي يقػوـ بيػا، وعمػى ذلػؾ يقػوـ بتنفيػذ ميامػ
 تجديد لأييا .

أو المعمومػػات لفتػػرة  الػػذاكرة المحػػدودة ويعتمػػد الػػذكاء ا صػػطناعي ىنػػا عمػػى تخػػزيف البيانػػات -
 زمنية بسيطة ومحددة، وذلؾ مف خلاؿ التجارب السابقة التي أجريت بمعرلأتو.

ذكاء، حيث يتـ ويعد نظاـ السيارة الذاتية أو القيادة الذاتية ىو أوضل انمثمة عمى ىذا النوع مف ال
تخزيف سػرعة السػيارات والمسػالأة بينيمػا، والعديػد مػف البيانػات اللازمػة لتمػؾ الميمة)أحمػد لطفػي ، 

 (.16، ص 0200
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ا دراؾ الػػذاتي ويقػػوـ ىػػذا النػػوع عمػػى لأيػػـ المشػػاعر ا نسػػانية، ويكػػوف لػػدى الػػذكاء ا صػػطناعي 
حتػى الآف، لػذا ىػو الغايػة المنشػودة  الوعي الػذاتي الػذي يفػوؽ العقػؿ البشػري، وىػذا النػوع لا يوجػد

 والتي يتمناىا العمماء والباحثيف
 المبحث الثاني

 المسؤولية الدستورية الناجمة عن  ضرار الذكاء الاصطناعي
المسػػؤولية الدسػػتورية الناجمػػة عػػف أضػػرار الػػذكاء الاصػػطناعي تمثػػؿ أحػػد الموضػػوعات المعاصػػرة 

بوتة، حيػػػث أصػػػبل الػػػذكاء الاصػػػطناعي أحػػػد التػػػي تفػػػرض تحػػػديات تانونيػػػة وتشػػػريعية ميػػػر مسػػػ
المحػػػػاور الجوىريػػػػة لأػػػػي إدارة المجتمعػػػػات الحديثػػػػة وتسػػػػيير شػػػػؤونيا العامػػػػة والخاصػػػػة. لأقػػػػد أدت 
التطورات التقنية المتسارعة إلى إدخاؿ نظـ الذكاء الاصطناعي لأي مختمؼ مياديف الحياة بما لأي 

تتصػػػاد وانمػػػف. ميػػػر أف ىػػػذه الػػػنظـ رمػػػـ ذلػػػؾ ا دارة الحكوميػػػة والعدالػػػة والرعايػػػة الصػػػحية والا
لأوا دىا الكبيرة تد تتسبب لأي أضرار مادية أو معنوية ل لأراد أو المؤسسات أو المجتما برمتو مما 
يستدعي النظر لأي مدى مسػؤولية الدولػة دسػتوريًا عنػد وتػوع ىػذه انضػرار خاصػة إذا نتجػت عػف 

طناعي مف تبؿ الجيات العامة أو بتشجيا استخداـ أو تقصير أو سوء تنظيـ تقنيات الذكاء الاص
 أو ترخيص مف الدولة ذاتيا.

وتبرز المسؤولية الدستورية لأي ىذا السياؽ بوصػفيا الالتػزاـ الػذي يقػا عمػى عػاتؽ الدولػة بضػرورة 
احتػراـ الحقػوؽ والحريػات التػي يكفميػا الدسػتور لممػواطنيف، وضػماف عػدـ المسػاس بيػا بػ ي وسػػيمة 

نػػػت تمػػػؾ الوسػػػيمة حديثػػػة النشػػػ ة ك نظمػػػة الػػػذكاء الاصػػػطناعي. وتقػػػػوـ مػػػف الوسػػػا ؿ حتػػػى لػػػو كا
المسؤولية الدستورية لأي ىذا السياؽ عمى مبدأيف أساسييف: أوليما أف الدولػة مسػؤولة عػف ضػماف 
حماية الحقوؽ انساسية لممواطنيف مثؿ الحؽ لأي الحياة والخصوصية والحريػة وانمػف والثػاني أف 

صػػطناعي لا يعفػػي الدولػػة مػػف ىػػذه المسػػؤولية بػػؿ يضػػاعؼ مػػف عػػبء اسػػتخداـ أدوات الػػذكاء الا
الرتابػػة والضػػبط والتوجيػػو لأػػي سػػبيؿ منػػا انضػػرار المحتممػػة والتعامػػؿ معيػػا عنػػد وتوعيػػا. وعمػػى 
ضوء ذلؾ لأاف أي إخلاؿ تنظيمي أو تشريعي أو تنفيذي لأػي ضػبط اسػتخداـ الػذكاء الاصػطناعي 

تورية وتػػػد يفضػػػي إلػػػى تيػػػاـ مسػػػؤوليتيا السياسػػػية والقانونيػػػة تػػػد يُعػػػد إخػػػلالًا بالتزامػػػات الدولػػػة الدسػػػ
 (55،ص0267والدستورية.) الخوالدة ، 

كمػا أف الرتابػة القضػا ية الدسػػتورية عمػى أنظمػة الػػذكاء الاصػطناعي تمثػؿ ركيػػزة أساسػية لأػي ىػػذا 
عػػف لأػػي ا طػػار، لأالمحػػاكـ الدسػػتورية أو العميػػا لأػػي اننظمػػة الديمقراطيػػة مطالبػػة بالتػػدخؿ عنػػد الط

دسػتورية القػوانيف أو ا جػػراءات المتعمقػة باسػػتخداـ الػذكاء الاصػطناعي متػػى مػا ظيػػر أنيػا تنتيػػؾ 
الحقػػػوؽ انساسػػػية لممػػػواطنيف. وعمػػػى سػػػبيؿ المثػػػاؿ إذا أصػػػدرت جيػػػة تنفيذيػػػة نظامًػػػا يعتمػػػد عمػػػى 
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يػػة أو الػػذكاء الاصػػطناعي لأػػي تصػػنيؼ المػػواطنيف بنػػاءً عمػػى سػػموكيـ الرتمػػي أو بيانػػاتيـ البيولوج
التعميمية أو الاجتماعية لأاف مف حؽ المتضرريف الطعػف لأػي مشػروعية ىػذا النظػاـ إذا شػعروا أنػو 
ينتيؾ خصوصيتيـ أو يؤدي إلى التمييز ضدىـ أو يخرؽ مبدأ المساواة أماـ القػانوف وىنػا تتجمػى 

ي الواتػا تػد أىمية الرتابة الدستورية عمى ىذه اندوات التي تد تكوف لأي ظاىرىػا محايػدة ولكنيػا لأػ
 (27،ص0265تكرس أنماطًا مف الظمـ والتيميش أو ا ساءة إلى الحريات الفردية.) النسور،

وتعػػزز مسػػؤولية الدولػػة لأػػي ىػػذا الصػػدد مػػف خػػلاؿ الالتػػزاـ التشػػريعي بضػػماف إطػػار تػػانوني يحػػدد 
لة. اليات استخداـ الذكاء الاصطناعي ويرسػـ حػدود صػلاحياتو ويؤسػس لمبػادئ الشػفالأية والمسػاء

لأػػاذا تقاعسػػت السػػمطة التشػػريعية عػػف سػػف تػػوانيف ملا مػػة تحكػػـ تطػػوير واسػػتخداـ تقنيػػات الػػذكاء 
الاصػػػطناعي لأقػػػد يػػػؤدي ذلػػػؾ إلػػػى لأجػػػوة تانونيػػػة تسػػػتغميا بعػػػض الجيػػػات لأتسػػػتخدـ ىػػػذه اننظمػػػة 
بطػػرؽ تػػد تػػؤدي إلػػى أضػػرار جسػػيمة تمػػس حيػػاة انلأػػراد وكػػرامتيـ وحقػػوتيـ دوف أف يكػػوف ىنػػاؾ 

ي واضػل لمسػاءلة تمػؾ الجيػات أو تعػويض المتضػرريف. ولأػي ىػذا السػياؽ لأػاف الدولػة إطار تػانون
تكػػوف تػػد أخمػػت بمسػػؤوليتيا الدسػػتورية ننيػػا لػػـ تقػػـ بواجبيػػا لأػػي تشػػريا مػػا يضػػمف حمايػػة الحقػػوؽ 

 (.62،ص0200انساسية مف أدوات تد تمسيا ولو بطريقة مير مباشرة.) القسوس، 
لدسػتورية الناجمػة عػف أضػرار الػذكاء الاصػطناعي تتطمػب مػف ومف جيػة أخػرى، لأػاف المسػؤولية ا

السػػمطات ا داريػػة والتنفيذيػػة أف تباشػػر اختصاصػػاتيا بكفػػاءة ودتػػة وحػػذر عنػػد تبنػػي ىػػذه اننظمػػة 
لأي أداء مياميػا العامػة. لأػاذا اعتمػدت وزارة مػا عمػى نظػاـ ذكػاء اصػطناعي لاتخػاذ تػرارات تتعمػؽ 

ات الصػػحية أو مػػنل القػػروض أو التعيينػػات أو ميرىػػا مػػف بالضػػماف الاجتمػػاعي أو توزيػػا الخػػدم
القػػرارات التػػي تمػػػس حيػػاة المػػػواطف اليوميػػة لأيجػػػب أف تكػػوف ىػػػذه الػػنظـ خاضػػػعة لضػػوابط دتيقػػػة 
لضماف عدـ التحيز أو الخط  أو ا ساءة أو التجػاوز عمػى الحقػوؽ. لأػاذا ثبػت أف النظػاـ تػد اتخػذ 

مف حقو أو ألحػؽ بػو ضػررًا ماديًػا أو معنويًػا لأػاف ذلػؾ تػد  ترارًا خاطً ا أدى إلى حرماف أحد انلأراد
يُعػػد تقصػػيرًا مػػف الجيػػة ا داريػػة لأػػي الرتابػػة عمػػى النظػػاـ، وىػػو مػػا يحمميػػا مسػػؤولية دسػػتورية أمػػاـ 

 .(37،ص0202المواطف وأماـ المؤسسات الرتابية والتشريعية والقضا ية.) الخوالدة، 
ؽ باتاحػػػػة الفرصػػػػة لممتضػػػػرر مػػػػف تػػػػرارات الػػػػذكاء كمػػػػا أف مػػػػف جوانػػػػب ىػػػػذه المسػػػػؤولية مػػػػا يتعمػػػػ

الاصػػػطناعي لمطعػػػف لأييػػػا وطمػػػب مراجعتيػػػا، إذ أف النظػػػاـ القػػػانوني والدسػػػتوري يجػػػب أف يكفػػػؿ 
لممواطف حؽ الاعتراض والتظمـ وضماف مبدأ المحاكمة العادلة حتى لو كاف مصدر القرار نظامًا 

لمتضػرر يُحػرـ مػف حقػو الدسػتوري لأػي الػدلأاع إلكترونيًا. لأػاذا مابػت ىػذه الآليػات أو عُطّمػت لأػاف ا
عػػف نفسػػو أو اسػػترداد حقػػو، مػػا يجعػػؿ الدولػػة لأػػي موتػػا المسػػاءلة عمػػى مسػػتوى الالتػػزاـ الدسػػتوري 

 بحقوؽ ا نساف.
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إف مسػػػؤولية الدولػػػة الدسػػػتورية الناجمػػػة عػػػف أضػػػرار الػػػذكاء الاصػػػطناعي تتجػػػاوز البعػػػد الػػػوطني 
تطعتيػا الدولػة عمػى نفسػيا بموجػب انضػماميا إلػى المواثيػػؽ لتشػمؿ أيضًػا الالتزامػات الدوليػة التػي 

والاتفاتيػػات الدوليػػة الخاصػػة بحقػػوؽ ا نسػػاف، والتػػي تػػنص لأػػي كثيػػر منيػػا عمػػى ضػػرورة حمايػػػة 
الكرامة ا نسانية وخصوصية انلأػراد ومنػا التمييػز وا تصػاء، وبالتػالي لأػاف أي إخفػاؽ لأػي تنظػيـ 

رـ ىػذه المبػادئ لا يعػرض الدولػة لأقػط لممسػاءلة الداخميػة استخداـ الذكاء الاصطناعي بطريقة تحت
بؿ أيضًا لممساءلة أماـ المجتما الدولي والمنظمات الدولية، مما يضا عمى عاتؽ الدولة مسؤولية 

 (.66،ص0200مزدوجة: داخمية ودولية.) العمر،
ناعي لأػػي وتػزداد أىميػػة ىػذا الموضػػوع لأػػي ظػؿ التوسػػا الكبيػػر لأػي اسػػتخداـ أنظمػػة الػذكاء الاصػػط

مجالات انمػف القػومي والمراتبػة والضػبط الاجتمػاعي، حيػث تسػتخدـ بعػض الػدوؿ تقنيػات الػذكاء 
الاصطناعي لرصد أنشطة المواطنيف أو التنبؤ بسموكيـ أو تقييـ ولا يـ السياسي أو مدى امتثاليـ 

ية لمقػػانوف، وىػػو مػػا تػػد ينطػػوي عمػػى انتيػػاؾ صػػارخ لمحقػػوؽ الدسػػتورية مثػػؿ الحػػؽ لأػػي الخصوصػػ
ذا لـ تقُنَّف ىذه الوسا ؿ ولأؽ ضوابط صػارمة لأسػيكوف  وحرية التعبير والتنقؿ والانتماء السياسي، وا 

 ذلؾ مدخلًا للاستبداد الرتمي الذي يتعارض ما جوىر الدولة الدستورية ومبادئ الديمقراطية.
ء ولأػػػػي ضػػػػوء كػػػػؿ مػػػػا تقػػػػدـ، يمكػػػػف القػػػػوؿ إف المسػػػػؤولية الدسػػػػتورية الناجمػػػػة عػػػػف أضػػػػرار الػػػػذكا

الاصػطناعي تفػػرض إعػادة نظػػر شػػاممة لأػي العلاتػػة بػػيف الدولػة والمػػواطف لأػػي ظػؿ الثػػورة الرتميػػة، 
كمػػا تقتضػػي تطػػوير البنيػػة التشػػريعية والرتابيػػة والمؤسسػػية لمدولػػة بمػػا يجعميػػا تػػادرة عمػػى اسػػتيعاب 

بػرر ىذه التغيرات والتفاعؿ معيا بما يضمف حماية الحقوؽ الدستورية وعػدـ التضػحية بيػا تحػت م
التقدـ التقني أو الكفاءة ا دارية. لأالدولة لأي نياية المطاؼ ليست لأقط كيانًا حاكمًػا بػؿ ىػي إطػار 
تػػانوني وأخلاتػػي لحمايػػة ا نسػػاف، وكػػؿ إخػػلاؿ بيػػذه الميمػػة لأػػي عصػػر الػػذكاء الاصػػطناعي ىػػو 

 (.47،ص0201إخلاؿ بجوىر العقد الدستوري نفسو.) الزعبي، 
 المطمب الاول

 ئية عمى  نظمة الذكاء الاصطناعيالرقابة القضا
الرتابة القضا ية عمى أنظمة الذكاء الاصطناعي تمثؿ إحدى الضمانات انساسية لحماية الحقوؽ 
والحريػػػػات الدسػػػػتورية لأػػػػي ظػػػػؿ التوسػػػػا المتزايػػػػد لاسػػػػتخداـ ىػػػػذه اننظمػػػػة لأػػػػي المجػػػػالات العامػػػػة 

ي المؤسسػػػات الحكوميػػػة والخاصػػػة، لأمػػػا دخػػػوؿ الػػػذكاء الاصػػػطناعي لأػػػي مراكػػػز اتخػػػاذ القػػػرار لأػػػ
والخدميػػػة أصػػػبل مػػػف الضػػػروري أف تخضػػػا ىػػػذه اننظمػػػة لمرتابػػػة القضػػػا ية التػػػي تضػػػمف عػػػدـ 
تجاوزىػػػػػػا لحػػػػػػدود القػػػػػػانوف وعػػػػػػدـ انتياكيػػػػػػا لمحقػػػػػػوؽ التػػػػػػي كفميػػػػػػا الدسػػػػػػتور لممػػػػػػواطنيف، لأالػػػػػػذكاء 

ذ تػػرارات الاصػػطناعي رمػػـ تدرتػػو العاليػػة عمػػى المعالجػػة والتحميػػؿ إلا أنػػو تػػد يكػػوف سػػببًا لأػػي اتخػػا
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خاط ػػة أو ميػػر عادلػػة إذا لػػـ يُحكػػـ اسػػتخدامو بضػػوابط تانونيػػة واضػػحة ويُخضػػا لمراتبػػة لأعالػػة.) 
 (022،ص0200الحراحشة، 

وتقوـ الرتابة القضا ية لأي ىذا المجػاؿ عمػى مبػدأ أساسػي يتمثػؿ لأػي خضػوع كالأػة أشػكاؿ السػمطة 
التقنيػػة والبرمجيػػات الذكيػػة التػػي ميمػػا كػػاف نوعيػػا أو طبيعتيػػا لرتابػػة القضػػاء، ومػػف ذلػػؾ اننظمػػة 

تتخػػػذ تػػػرارات تمػػػس حيػػػاة انلأػػػراد أو تػػػؤثر عمػػػى مراكػػػزىـ القانونيػػػة، إذ أف الػػػذكاء الاصػػػطناعي لا 
يمكف اعتباره كيانًا مستقلًا أو معفيًا مف المحاسبة لمجػرد أنػو يعمػؿ بتقنيػات معقػدة أو خوارزميػات 

أخرى تستخدـ لأي ا دارة أو الحكـ. وتتمثػؿ دتيقة، بؿ يجب أف يخضا لمرتابة ش نو ش ف أي أداة 
أىميػػة ىػػذه الرتابػػة لأػػي أنيػػا تمػػنل انلأػػراد الحػػؽ لأػػي المجػػوء إلػػى القضػػاء لمطعػػف لأػػي القػػرارات التػػي 
تصػدر عػػف أو بفعػػؿ أنظمػة الػػذكاء الاصػػطناعي، وطمػب إلغا يػػا أو تعػػديميا إذا ثبػت أنيػػا أضػػرت 

 (.73،ص0201.) الخطيب، بحقوتيـ أو خالفت النصوص القانونية أو الدستورية
ويعد أحد أىـ ملامل ىذه المسؤولية ىو وجوب الت كد مف أف أنظمػة الػذكاء الاصػطناعي لا تنُػتج 
أو تُسػػػيـ لأػػػي صػػػيامة تشػػػريعات أو سياسػػػات تنطػػػوي عمػػػى تمييػػػز، أو إتصػػػاء، أو انتيػػػاؾ لمبػػػدأ 

مػػػف الدسػػػتور  62المسػػػاواة أمػػػاـ القػػػانوف، أو ميرىػػػا مػػػف المبػػػادئ الدسػػػتورية. لأقػػػد نصػػػت المػػػادة 
عمى أف  العراتيوف متساووف أماـ القانوف دوف تمييز بسبب الجنس أو العرؽ  0223العراتي لعاـ 

أو القومية أو انصؿ أو الموف أو الديف أو المذىب أو المعتقد أو الرأي أو الوضا الاتتصادي أو 
ا السياسػات يجػب أف الاجتماعي ، وبالتالي لأاف أي استخداـ ننظمة الذكاء الاصطناعي لأي صن

 يمتزـ بيذا المبدأ.
وتكتسػػب ىػػذه الرتابػػة أىميػػة أكبػػر عنػػدما يُسػػتخدـ الػػذكاء الاصػػطناعي لأػػي مجػػالات حساسػػة مثػػؿ 
نفػػاذ القػانوف، والصػػحة، والتعمػيـ، والتوظيػػؼ، والضػماف الاجتمػػاعي، إذ تػد تصػػدر ىػػذه  القضػاء، وا 

بػػوليـ ورلأضػػيـ لأػػي خػػدمات معينػػة، وىنػػا اننظمػػة تػػرارات تتعمػػؽ بحريػػة انلأػػراد، أو تصػػنيفيـ، أو ت
يظيػػػر الخطػػػر لأػػػي حػػػاؿ لػػػـ تكػػػف ىنػػػاؾ جيػػػة رتابيػػػة تضػػػا ية تػػػادرة عمػػػى مراجعػػػة تمػػػؾ القػػػرارات 
ومساءلة الجيات التي تعتمد عمى ىذه اننظمة، وتحديد ما إذا كانت تػد راعػت القواعػد الدسػتورية 

بػػػػالنظر لأػػػػي مػػػػدى مشػػػػروعية  والمعػػػػايير انخلاتيػػػػة لأػػػػي اسػػػػتخداميا. كمػػػػا أف القضػػػػاء تػػػػد يُعنػػػػى
النصوص القانونية أو ا دارية التي تُجيز استخداـ الذكاء الاصطناعي، بحيث يقرر مدى توالأقيػا 
مػػػا الدسػػػتور وحقػػػوؽ ا نسػػػاف، وىػػػو مػػػا يعػػػزز مػػػف لأكػػػرة الرتابػػػة الوتا يػػػة ولػػػيس لأقػػػط العلاجيػػػة.) 

 (.44،ص0201السرحاف، ليمى محمود، 
القضػػػا ية لأػػػي ىػػػذا المجػػػاؿ ىػػػو الكشػػػؼ عػػػف وجػػػود أي تحيػػػزات أو كمػػػا أف مػػػف وظػػػا ؼ الرتابػػػة 

انتياكػػػػات ضػػػػمف خوارزميػػػػات الػػػػذكاء الاصػػػػطناعي، إذ أف ىػػػػذه اننظمػػػػة لا تعمػػػػؿ بمعػػػػزؿ عػػػػف 
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ف كانػػت ىػػذه البيانػػات مشػػوبة بتمييػػز أو تصػػور أو انحيػػاز لأػػاف ذلػػؾ  البيانػػات التػػي تُغػػذّى بيػػا، وا 
لقضػػاء تػػد يطمػػب تػػدتيقًا لأنيًػػا ل نظمػػة لمت كػػد مػػف سػػينعكس عمػػى تػػرارات النظػػاـ. ومػػف ىنػػا، لأػػاف ا

حيادىا ولأعاليتيا، وتػد يصػدر أحكامًػا تُمػزـ الجيػات المسػؤولة بتعػديؿ ىػذه اننظمػة أو سػحبيا مػف 
الخدمػػػػػػػػػة إذا ثبػػػػػػػػػت أنيػػػػػػػػػا تُمحػػػػػػػػػؽ ضػػػػػػػػػررًا جسػػػػػػػػػيمًا بػػػػػػػػػانلأراد أو تنتيػػػػػػػػػؾ المبػػػػػػػػػادئ الدسػػػػػػػػػتورية.) 

 (40ص0200لعدواف،
الػذكاء الاصػطناعي ليسػت مجػرد إجػراء تػانوني تقميػدي، بػؿ ىػي  إف الرتابة القضا ية عمى أنظمػة

ركيزة لحماية الديمقراطية والعدالػة لأػي العصػر الرتمػي، وىػي انداة التػي تضػمف ألا يكػوف التطػور 
التكنولوجي عمى حساب ا نساف وكرامتػو وحقوتػو، ومػف ثػـ لأػاف تفعيػؿ ىػذه الرتابػة يتطمػب ت ىيػؿ 

ىػػذه اننظمػػة وتعقيػػداتيا، بمػػا يحقػػؽ التػػوازف بػػيف التطػػور التقنػػي القضػػاء وتمكينػػو مػػف لأيػػـ طبيعػػة 
 (66،ص0202والضمانات الدستورية.) العكور،

اسػػػتخداـ ننظمػػػة الػػػذكاء الاصػػػطناعي لأػػػي التشػػػريا يجػػػب أف يكػػػوف ضػػػمف إطػػػار تػػػانوني واضػػػل 
ريػات مػف الدسػتور أنػو  لا يجػوز تقييػد الحقػوؽ والح 46المادة وخاضا لمرتابة الدستورية، وأكػدت 

إلا بنػػاءً عمػػى تػػانوف ، وىػػو مػػا يسػػتوجب وضػػا تشػػريعات صػػارمة لضػػماف عػػدـ اسػػتخداـ الػػذكاء 
 .الاصطناعي بطريقة تد تؤدي إلى تقييد ىذه الحقوؽ

مف جانب اخر، لأاف المسػؤولية القانونيػة لا تتوتػؼ عنػد القواعػد الدسػتورية، بػؿ تمتػد إلػى القػوانيف 
لسنة  40من القانون المدني العراقي رقم  202المادة ت المدنية والجزا ية ذات الصمة. لأقد نص

عمى المسؤولية التقصػيرية، وىػو مػا يمكػف تطبيقػو عمػى الجيػات التػي تعتمػد عمػى أنظمػة  1951
الذكاء الاصطناعي لأي التشريا دوف رتابػة كالأيػة إذا أدى ذلػؾ إلػى ا ضػرار بػالحقوؽ الدسػتورية. 

تعمػػؽ بمسػػؤولية حػػارس انشػػياء عػػف انضػػرار التػػي ت موون القووانون الموودني 219المووادة كمػػا أف 
تسببيا، مما تد يُفسّر عمى أنػو يشػمؿ مسػؤولية الجيػات المشػغمة ننظمػة الػذكاء الاصػطناعي لأػي 

 .حاؿ تسببت تراراتيا أو توصياتيا التشريعية لأي ضرر مير مشروع
 111ات العراقوي رقوم مون قوانون العقوبو 34المادة ولأيما يتعمؽ بالمسؤولية الجنا ية، لأقد تناولت 

المسؤولية الجنا يػة عػف انلأعػاؿ التػي تُرتكػب باسػتخداـ اندوات أو الآلات، ممػا تػد  1969لسنة 
يُفسػػػر ليشػػػمؿ الجػػػرا ـ الناتجػػػة عػػػف تػػػرارات الػػػذكاء الاصػػػطناعي عنػػػد اسػػػتخداميا لأػػػي التشػػػريا أو 

عػػػػب بالبيانػػػػات مػػػػف القػػػػانوف ذاتػػػػو عمػػػػى معاتبػػػػة التلا 349المووووادة ا دارة العامػػػػة. كمػػػػا نصػػػػت 
والمعمومات، وىو ما تد يشمؿ مسؤولية الجيات التي تعتمد عمى الذكاء الاصطناعي لأػي التشػريا 

 .دوف ضماف شفالأية عممياتو ونتا جو
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 78قووانون المعوواملإت الإلكترونيووة العراقووي رقووم أمػػا لأيمػػا يتعمػػؽ بالجوانػػب ا لكترونيػػة، لأقػػد جػػاء 
 نظمػػة ا لكترونيػػػة، ممػػا يمكػػف الاسػػػتناد إليػػو لوضػػػا ليحػػدد المسػػػؤولية القانونيػػة ل 2012لسوونة 

إطار تانوني ينظـ استخداـ الذكاء الاصطناعي لأي صيامة التشريعات أو الت ثير عمى السياسات 
 العاـ

 المطمب الثاني 
 مسؤولية  نظمة الذكاء الاصطناعي طي التشريي الدستوري 

تمثؿ أحد التحديات الحديثة التي تواجو  مسؤولية أنظمة الذكاء الاصطناعي لأي التشريا الدستوري
الفقػػو الدسػػتوري لأػػي العصػػر الرتمػػي، حيػػث لػػـ يعػػد الػػذكاء الاصػػطناعي مجػػرد وسػػيمة مسػػاعدة لأػػي 
جمػػا وتحميػػؿ البيانػػات، بػػؿ أصػػبل لػػو دور متزايػػد لأػػي تقػػديـ التوصػػيات وصػػنا السياسػػات العامػػة 

الػػػدور المتنػػامي تظيػػػر إشػػػكالية  وحتػػى التػػػ ثير عمػػى الصػػػيامات التشػػريعية والتنظيميػػػة. ومػػػا ىػػذا
أساسػػػية تتعمػػػؽ بمكانػػػة ىػػػذه اننظمػػػة لأػػػي إطػػػار النظػػػاـ الدسػػػتوري، ومػػػدى إمكانيػػػة مسػػػاءلتيا أو 
مسػػاءلة الجيػػات التػػي تعتمػػد عمييػػا، لأػػي حػػاؿ تسػػبب اسػػتخداميا لأػػي إصػػدار تػػرارات أو سياسػػات 
تنتيػػػػػػػػػػػػػػػػؾ المبػػػػػػػػػػػػػػػػادئ الدسػػػػػػػػػػػػػػػػتورية أو تمػػػػػػػػػػػػػػػػس بػػػػػػػػػػػػػػػػالحقوؽ انساسػػػػػػػػػػػػػػػػية المكفولػػػػػػػػػػػػػػػػة بموجػػػػػػػػػػػػػػػػب 

 (.622،ص0201دستور)العبادي،ال
مف الثابت أف أنظمة الذكاء الاصػطناعي ليسػت كيانػات تانونيػة مسػتقمة، ولا تتمتػا بذاتيػة تانونيػة 
تخوليػػػػا تحمػػػػؿ المسػػػػؤولية بمعناىػػػػا التقميػػػػدي، ولكػػػػف مػػػػا ذلػػػػؾ لأػػػػاف اسػػػػتخداـ ىػػػػذه اننظمػػػػة لأػػػػي 

ي يفػرض مسػاءلة ميػر المؤسسات الدستورية أو لأي سياتات تػؤثر عمػى مضػموف التشػريا الدسػتور 
مباشرة، تستند إلى مبدأ أف كؿ أداة تُستخدـ لأي إدارة الشػ ف العػاـ يجػب أف تكػوف خاضػعة لمرتابػة 
والمسػػاءلة. وتظيػػر المسػػؤولية ىنػػا مػػف خػػلاؿ مسػػاءلة السػػمطات التشػػريعية والتنفيذيػػة التػػي تعتمػػد 

ؽ مػػف نتا جيػػا ومػػدى عمػػى ىػػذه اننظمػػة دوف وضػػا الضػػوابط الكالأيػػة لاسػػتخداميا أو دوف التحقػػ
 (76،ص0202تطابقيا ما القيـ الدستورية.) المجالي، 

ويعد أحد أىـ ملامل ىذه المسؤولية ىو وجوب الت كد مف أف أنظمػة الػذكاء الاصػطناعي لا تنُػتج 
أو تُسػػػيـ لأػػػي صػػػيامة تشػػػريعات أو سياسػػػات تنطػػػوي عمػػػى تمييػػػز، أو إتصػػػاء، أو انتيػػػاؾ لمبػػػدأ 

مػػػف الدسػػػتور  62ميرىػػػا مػػػف المبػػػادئ الدسػػػتورية. لأقػػػد نصػػػت المػػػادة  المسػػػاواة أمػػػاـ القػػػانوف، أو
عمى أف  العراتيوف متساووف أماـ القانوف دوف تمييز بسبب الجنس أو العرؽ  0223العراتي لعاـ 

أو القومية أو انصؿ أو الموف أو الديف أو المذىب أو المعتقد أو الرأي أو الوضا الاتتصادي أو 
لأاف أي استخداـ ننظمة الذكاء الاصطناعي لأي صنا السياسػات يجػب أف الاجتماعي ، وبالتالي 

 (54،ص0201يمتزـ بيذا المبدأ.) النعيمي، 
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لأاف وتا مثؿ ىذا الخمؿ، تكػوف الجيػات التػي تامػت بتطػوير أو اسػتخداـ ىػذه اننظمػة دوف رتابػة 
ف النتا ج المترتبة عمػى أو وعي كاؼف تد أخمّت بالتزاماتيا الدستورية، وبالتالي تتحمؿ المسؤولية ع

ذلؾ. كما أنو مف الضروري أف يتـ الت كيػد عمػى أف الػذكاء الاصػطناعي لا يمكػف أف يكػوف بػديلًا 
عػػػػف ا رادة التشػػػػػريعية البشػػػػػرية، إذ أف وضػػػػػا القػػػػوانيف وصػػػػػيامة النصػػػػػوص الدسػػػػػتورية يتطمػػػػػب 

لاتية، وىي أمور تعجز أنظمػة استيعابًا عميقًا لمسياتات الاجتماعية والسياسية والقيـ الثقالأية وانخ
 الذكاء الاصطناعي عف إدراكيا بشكؿ كامؿ ميما بمغت مف تطور.

وتتسػػا ىػػذه المسػػؤولية لتشػػمؿ حمايػػة الحقػػوؽ الفرديػػة مػػف أي إسػػاءة أو تقييػػد نػػاجـ عػػف تطبيقػػات 
الػػذكاء الاصػػطناعي لأػػي السػػياتات القانونيػػة، لأعمػػى سػػبيؿ المثػػاؿ تػػد تػػؤدي بعػػض اننظمػػة الذكيػػة 

تػػرجيل كفػػة لأ ػػة عمػػى أخػػرى عنػػد تقػػديـ خػػدمات الدولػػة أو توزيػػا المػػوارد أو لأػػرض الضػػرا ب، إلػػى 
ذا لـ تُراتب ىذه اننظمة رتابػة لأعالػة لأقػد تنُػتج اثػارًا تشػريعية ميػر عادلػة تمػس بحقػوؽ دسػتورية  وا 
جوىرية. وىنا تبرز مسؤولية الدولػة لأػي سػف تشػريعات تػنظـ اسػتخداـ الػذكاء الاصػطناعي وتضػا 

دًا واضػػحة لاسػػتخدامو لأػػي المجػػاؿ التشػػريعي، بمػػا يضػػمف بقػػاء الػػدور انساسػػي ل نسػػاف لأػػي حػػدو 
صػػنا السياسػػات والقػػوانيف، وبمػػا يحمػػي مبػػادئ العدالػػة والحريػػة والمسػػاواة التػػي يمثميػػا الدسػػتور.) 

 (21،ص0202السوالمة، 
نػػي أف أي اسػػتخداـ مػػف الدسػػتور العراتػػي عمػػى أف  السػػيادة لمقػػانوف ، ممػػا يع 3وتػػد أكػػدت المػػادة 

ننظمػػػة الػػػذكاء الاصػػػطناعي لأػػػي التشػػػريا يجػػػب أف يكػػػوف ضػػػمف إطػػػار تػػػانوني واضػػػل وخاضػػػا 
مػػف الدسػػتور أنػػو  لا يجػػوز تقييػػد الحقػػوؽ والحريػػات إلا بنػػاءً  24لمرتابػػة الدسػػتورية، وأكػػدت المػػادة 

ناعي عمى تانوف ، وىو ما يستوجب وضا تشريعات صارمة لضماف عدـ استخداـ الذكاء الاصط
 بطريقة تد تؤدي إلى تقييد ىذه الحقوؽ.

وعميػػػو لأػػػاف مسػػػؤولية أنظمػػػة الػػػذكاء الاصػػػطناعي لأػػػي التشػػػريا الدسػػػتوري لا تعنػػػي مسػػػاءلة ىػػػذه 
اننظمػػة ذاتيػػا، بػػؿ تعنػػي مسػػاءلة السػػمطات العامػػة عػػف اسػػتخداميا دوف إطػػار تػػانوني واضػػل أو 

ئ الدسػػتورية، ممػػا يسػػتدعي ضػػرورة عػػف نتػػا ج ىػػذا الاسػػتخداـ عنػػدما يػػؤدي إلػػى المسػػاس بالمبػػاد
تطػػػوير منظومػػػة تشػػػريعية وطنيػػػة تضػػػا تواعػػػد دتيقػػػة لتوظيػػػؼ الػػػذكاء الاصػػػطناعي لأػػػي المجػػػاؿ 
التشػػريعي وا داري، وتُخضػػا ىػػذه القواعػػد لمرتابػػة الدسػػتورية لمنػػا تغػػوؿ التقنيػػة عمػػى القػػانوف أو 

 (77ص،0200تقويضيا ل سس التي يقوـ عمييا النظاـ الدستوري.)الرلأاعي،
مف جانب اخر، لأاف المسػؤولية القانونيػة لا تتوتػؼ عنػد القواعػد الدسػتورية، بػؿ تمتػد إلػى القػوانيف 

لسنة  40من القانون المدني العراقي رقم  202المادة المدنية والجزا ية ذات الصمة. لأقد نصت 
أنظمػة عمى المسؤولية التقصػيرية، وىػو مػا يمكػف تطبيقػو عمػى الجيػات التػي تعتمػد عمػى  1951
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الذكاء الاصطناعي لأي التشريا دوف رتابػة كالأيػة إذا أدى ذلػؾ إلػى ا ضػرار بػالحقوؽ الدسػتورية. 
تتعمػػؽ بمسػػؤولية حػػارس انشػػياء عػػف انضػػرار التػػي  موون القووانون الموودني 219المووادة كمػػا أف 

ي تسببيا، مما تد يُفسّر عمى أنػو يشػمؿ مسػؤولية الجيػات المشػغمة ننظمػة الػذكاء الاصػطناعي لأػ
 .حاؿ تسببت تراراتيا أو توصياتيا التشريعية لأي ضرر مير مشروع

 111مون قوانون العقوبوات العراقوي رقوم  34المادة ولأيما يتعمؽ بالمسؤولية الجنا ية، لأقد تناولت 
المسؤولية الجنا يػة عػف انلأعػاؿ التػي تُرتكػب باسػتخداـ اندوات أو الآلات، ممػا تػد  1969لسنة 

الناتجػػػة عػػػف تػػػرارات الػػػذكاء الاصػػػطناعي عنػػػد اسػػػتخداميا لأػػػي التشػػػريا أو يُفسػػػر ليشػػػمؿ الجػػػرا ـ 
مػػػػف القػػػػانوف ذاتػػػػو عمػػػػى معاتبػػػػة التلاعػػػػب بالبيانػػػػات  349المووووادة ا دارة العامػػػػة. كمػػػػا نصػػػػت 

والمعمومات، وىو ما تد يشمؿ مسؤولية الجيات التي تعتمد عمى الذكاء الاصطناعي لأػي التشػريا 
 . جودوف ضماف شفالأية عممياتو ونتا

 78قووانون المعوواملإت الإلكترونيووة العراقووي رقووم أمػػا لأيمػػا يتعمػػؽ بالجوانػػب ا لكترونيػػة، لأقػػد جػػاء 
ليحػػدد المسػػػؤولية القانونيػػة ل نظمػػة ا لكترونيػػػة، ممػػا يمكػػف الاسػػػتناد إليػػو لوضػػػا  2012لسوونة 

إطار تانوني ينظـ استخداـ الذكاء الاصطناعي لأي صيامة التشريعات أو الت ثير عمى السياسات 
 .العامة

وعميػػػو لأػػػاف مسػػػؤولية أنظمػػػة الػػػذكاء الاصػػػطناعي لأػػػي التشػػػريا الدسػػػتوري لا تعنػػػي مسػػػاءلة ىػػػذه 
ذاتيػػا، بػػؿ تعنػػي مسػػاءلة السػػمطات العامػػة عػػف اسػػتخداميا دوف إطػػار تػػانوني واضػػل أو  اننظمػػة

عػػف نتػػا ج ىػػذا الاسػػتخداـ عنػػدما يػػؤدي إلػػى المسػػاس بالمبػػادئ الدسػػتورية، ممػػا يسػػتدعي ضػػرورة 
تطػػػوير منظومػػػة تشػػػريعية وطنيػػػة تضػػػا تواعػػػد دتيقػػػة لتوظيػػػؼ الػػػذكاء الاصػػػطناعي لأػػػي المجػػػاؿ 

خضػػا ىػػذه القواعػػد لمرتابػػة الدسػػتورية لمنػػا تغػػوؿ التقنيػػة عمػػى القػػانوف أو التشػػريعي وا داري، وتُ 
 .تقويضيا ل سس التي يقوـ عمييا النظاـ الدستوري

 الخاتمة:
لأػػي ضػػوء مػػا تقػػدـ، يتضػػل أف الػػذكاء الاصػػطناعي لػػـ يعػػد مجػػرد تقنيػػة مسػػاعدة، بػػؿ أصػػبل تػػوة 

وحقػػوتيـ، وىػػو مػػا يفػػرض عمػػى الػػدوؿ لأاعمػػة تػُػؤثر لأػػي القػػرارات اليوميػػة التػػي تمػػس حيػػاة انلأػػراد 
الحديثػػة أف تعيػػد النظػػر لأػػي بنيتيػػا الدسػػتورية والتشػػريعية بمػػا يػػتلاءـ مػػا ىػػذا التطػػور السػػريا. إف 
المسػػػػػؤولية الدسػػػػػتورية الناتجػػػػػة عػػػػػف أضػػػػػرار الػػػػػذكاء الاصػػػػػطناعي تُمثػػػػػؿ تحػػػػػديًا حقيقيًػػػػػا لمدولػػػػػة 

خداـ ىػػذه اننظمػػة، وتػػولأر ومؤسسػػاتيا، حيػػث بػػات مػػف الضػػروري أف تضػػا حػػدودًا واضػػحة لاسػػت
ضػػمانات كالأيػػة لحمايػػة الحقػػوؽ والحريػػات مػػف أي تيديػػد تػػد ينشػػ  بفعػػؿ الخمػػؿ أو التحيػػز أو سػػوء 

 الاستخداـ.
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وتد بيّنا مف خلاؿ ىذا البحث أف الرتابة القضا ية تمثؿ صػماـ أمػاف لأػي مواجيػة الاسػتخداـ ميػر 
ية تقا عمى عاتؽ السمطات التشريعية المنضبط ننظمة الذكاء الاصطناعي، كما أف ىناؾ مسؤول

والتنفيذيػػػة لضػػػماف عػػػدـ تجػػػاوز ىػػػذه اننظمػػػة لمحػػػدود الدسػػػتورية، بػػػؿ وضػػػماف التوظيػػػؼ العػػػادؿ 
والمتزف ليا بما يخدـ الصالل العاـ دوف المساس بالمبادئ انساسية لمدولة الدستورية. إف التحدي 

مايػة القػيـ الدسػتورية والحقػوؽ الفرديػة، وىػذا انكبر يتمثؿ لأي تحقيؽ التوازف بػيف التقػدـ التقنػي وح
لا يتحقػؽ إلا مػف خػلاؿ إطػار تػانوني صػارـ ومػػرف لأػي الوتػت نفسػو، تػادر عمػى مواكبػة التغيػػرات 

 السريعة لأي ىذا المجاؿ.
 النتائج:

أدى اسػػػتخداـ الػػػذكاء الاصػػػطناعي لأػػػي المجػػػالات العامػػػة إلػػػى ظيػػػور أضػػػرار تمػػػس الحقػػػوؽ  .6
 ة والحرية والمساواة.الدستورية مثؿ الخصوصي

تقا المسؤولية الدستورية عمى الدولة عند ا خلاؿ بواجبيا لأي حمايػة المػواطنيف مػف انضػرار  .0
 الناتجة عف أنظمة الذكاء الاصطناعي.

الرتابة القضا ية تُعد أداة لأعالػة لمراجعػة القػرارات المتخػذة بواسػطة أنظمػة الػذكاء الاصػطناعي  .1
 لمدستور.وضماف عدـ مخالفتيا 

ىناؾ تصور تشػريعي لأػي العديػد مػف الػدوؿ بشػ ف تنظػيـ اسػتخداـ الػذكاء الاصػطناعي ضػمف  .2
 إطار دستوري واضل.

أنظمة الذكاء الاصطناعي ليست مستقمة بذاتيا تانونيًا، لكف الجيػات التػي تسػتخدميا مسػؤولة  .3
 عف نتا ج استخداميا خاصة لأي السياتات الدستورية.

المنظـ لمذكاء الاصطناعي لأي التشريا وصنا السياسات تد يؤدي إلى انتياؾ  الاستخداـ مير .4
 مبادئ دستورية جوىرية.

لأشػػؿ السػػمطات لأػػي ضػػماف الشػػفالأية والمسػػاءلة لأػػي اسػػتخداـ أنظمػػة الػػذكاء الاصػػطناعي يُعػػد  .5
 إخلالًا بالمسؤولية الدستورية.

عػة الػذكاء الاصػطناعي ومخػاطره ىناؾ حاجة متزايدة لرلأا وعي القضػاة والمشػرعيف حػوؿ طبي .6
 لضماف رتابة لأعالة.

 التوصيات:
سػػػػف تشػػػػريعات خاصػػػػة تػػػػنظـ اسػػػػتخداـ الػػػػذكاء الاصػػػػطناعي ضػػػػمف إطػػػػار يحتػػػػرـ المبػػػػادئ  .6

 الدستورية ويضمف حماية الحقوؽ والحريات.
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إنشػػاء ىي ػػة وطنيػػة مسػػتقمة ل شػػراؼ عمػػى تطبيقػػات الػػذكاء الاصػػطناعي وضػػماف توالأقيػػا مػػا  .0
 الدستور.

إلػػػػزاـ الجيػػػػات الحكوميػػػػة والخاصػػػػة بػػػػاجراء تقيػػػػيـ أثػػػػر دسػػػػتوري تبػػػػؿ اعتمػػػػاد أنظمػػػػة الػػػػذكاء  .1
 الاصطناعي لأي اتخاذ القرارات.

تمكػػػيف المحػػػاكـ مػػػف الاطػػػلاع الفنػػػي عمػػػى خوارزميػػػات الػػػذكاء الاصػػػطناعي عنػػػد الطعػػػف لأػػػي  .2
 تراراتيا لضماف الشفالأية.

اء البرلماف حوؿ الذكاء الاصطناعي والقيـ الدستورية ذات تطوير برامج تدريبية لمقضاة وأعض .3
 الصمة.

 إدراج تواعد انخلاتيات والعدالة لأي تصميـ الخوارزميات المستخدمة لأي القطاعات العامة. .4
توسيا نطػاؽ الرتابػة البرلمانيػة عمػى إدمػاج الػذكاء الاصػطناعي لأػي مؤسسػات الدولػة لضػماف  .5

 عدـ تجاوز السمطة.
التعػػػاوف الػػػدولي لأػػػي تبػػػادؿ الخبػػػرات حػػوؿ ألأضػػػؿ الممارسػػػات لأػػػي التولأيػػػؽ بػػػيف الػػػذكاء  تعزيػػز .6

 الاصطناعي والدستور.
 المصادر

  ولًا: المصادر العربية
 :الكتب .1
(،تطبيقػات الػذكاء الاصػطناعي ومسػتقبؿ تكنولوجيػا التعمػيـ 0202أسػماء السػيد محمػد، كريمػة محمػود محمػد). 

 .والنشر، الطبعة انوؿالمجموعة العربية لمتدريب 
سبرينغر، .الذكاء الاصطناعي والعموـ المعرلأية .،0222(023مايكؿ إؼ ماكتير، نورماف كريني،)ص. 
 :الرسائل وايطاريف العممية .2
أثر الذكاء الاصطناعي لأي تخفيض التكاليؼ لأي الشركات "  0200(، 601الخريسات، أريج مرواف ىويمؿ)ص

 .رسالة ماجستير، جامعة العموـ ا سلامية العالمية ".لأي بورصة عماف الصناعية انردنية المدرجة
أثر تطبيقات الذكاء الاصطناعي لأي دعـ استراتيجية الريػادة لأػي   0200( ،32القسوس، ماريا عيسى عوده)ص

 .يةرسالة ماجستير، جامعة العموـ ا سلامية العالم ".التكاليؼ لأي الشركات الصناعية المدرجة لأي بورصة عماف
(أثػر اسػػتخداـ الػػذكاء الاصػػطناعي عمػى موثوتيػػة البيانػػات الماليػػة 0267()55الخوالػدة، عمػػي محمػػد مالػػب،) ص

 .رسالة ماجستير، جامعة اليرموؾ ".لأي الشركات الصناعية المدرجة لأي بورصة عماف
 بية (أثػػر الػػذكاء الاصػػطناعي لأػػي الحػػد مػػف مخػػاطر المحاسػػبة السػػحا0200()67العمػػر، رنػػاد مجػػدي حسػػف)ص

 .رسالة ماجستير، جامعة العموـ ا سلامية العالمية ".لمشركات الصناعية انردنية
(، الػػػػذكاء الاصػػػػطناعي وتطبيقاتػػػػو لأػػػػي المجػػػػالات المختمفػػػػة، 6316، ص 0206ميػػػػا رمضػػػػاف محمػػػػد بطػػػػي )

 .)القاىرة: دار الفكر الجامعي
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 (.الػػػذكاء الاصػػػطناعي وتحػػػولات سػػػوؽ العمػػػ30،ص0267السػػػحمي، محمػػػود حسػػػف ) ؿ: دراسػػػة لأػػػي التػػػداعيات
 .القانونية والاجتماعية. القاىرة: دار النيضة العربية

( .الػػذكاء الاصػػطناعي وتحولاتػػو لأػػي المجتمػػا الرتمػػي. 616، ،ص 0202عبػػد الحميػػد، ياسػػميف عبػػد المػػنعـ .)
 .القاىرة: دار الفكر الجامعي

( دور 54،ص0202الشورة، محمد سميـ خميؼ؛ عضيبات، علاء أحمد حسػف )) الػذكاء الاصػطناعي لأػي الميػزة
 .1، عدد 02التنالأسية لأي تطاع الاتصالات انردنية.  مجمة الزرتاء لمبحوث والدراسات ا نسانية، مجمد 

 :ايبحاث والدراسات العممية .3
أثر تطبيقات الذكاء الاصطناعي لأي صيامة اسػتراتيجيات التسػويؽ " 0264( ،047خالد محمد خير شي ، )ص

 .،6بحث منشور بمركز البحث العممي بجامعة الجناف، العدد  ".لصناعية انردنيةلأي الشركات ا
  (الػػذكاء الاصػػطناعي وتحػػولات سػػوؽ العمػػؿ: دراسػػة لأػػي التػػداعيات 16، ص 0200خالػػد حسػػف أحمػػد لطفػػي )

 القانونية والاجتماعية. القاىرة: دار النيضة العربية.
المدنيػػة عػػف الاسػػتخداـ ميػػر المشػػروع لػػدعامات الػػذكاء ،المسػػؤولية 0206(006أحمػػد محمػػد لأتحػػي الخػػولي،)ص

، العػدد الثػاني، 14مجمة البحوث الفقيية والقانونية بكمية الشريعة والقانوف، جامعػة انزىػر، المجمػد  ".الاصطناعي
 .أكتوبر

المسؤولية عف أخطاء الذكاء الاصػطناعي لأػي مجػاؿ سػوؽ انوراؽ " . 0202( ،60السقا ميا محسف عمي) ص
 .، أكتوبر36مجمة البحوث القانونية والاتتصادية، كمية الحقوؽ جامعة المنولأية، العدد  ".ليةالما
 مجمػة البحػوث  ".يػنظـ تشػريعات تطبيقػات الػذكاء الاصػطناعي" (0200()6211محمد لأتحي محمد إبػراىيـ)ص

 .، سبتمبر66القانونية والاتتصادية، كمية الحقوؽ جامعة المنصورة، العدد 
انعكاسػػات الػػذكاء الاصػػطناعي عمػػى البطالػػة ومسػػتقبؿ العمػػؿ"(661، ص  0206راىيـ عطيػػة)د. أشػػرؼ إبػػ." 

 .مجمة القانوف والتكنولوجيا، المجمد انوؿ، العدد انوؿ

 :المواد القانونية والمواقي المرجعية.1
 0223دستور جميورية العراؽ لعاـ. 
 6736لسنة  22القانوف المدني العراتي رتـ. 
6747لسنة  666العراتي رتـ  تانوف العقوبات. 
الذكاء الاصطناعي (AI)موسوعة مرياـ ويبستر ،. 
الذكاء الاصطناعي (AI)موسوعة بريتانيكا ،. 

 ثانيًا: المصادر ايجنبية
 :الكتب .1

 Paul Scharre. Army of None) 2022،P29 ( Autonomous Weapons and the Future of 

War. W. W. Norton & Company, USA,. 

 Elaine Ricc) 1985،p 117  ( Artificial Intelligence and the Humanities. Paradigm 

Press. 
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 :الرسائل والأطاريح العلمية .2

 Jonathan Pouget) 2019 ،P.13  (La réparation du dommage impliquant une 

intelligence artificielle. Thèse, Université d'Aix-Marseille. 

 Alexy Hamoui )P.15،2020 ( La responsabilité civile médicale à l'épreuve de 

l'intelligence artificielle. Université Panthéon-Assas - Master Droit privé général,. 

 Guillaume Guegan )2022، p57 (L'élévation des robots à la vie juridique. Thèse, 

Toulouse 1 Capitole,. 

 :الأبحاث والدراسات العلمية .3
 Fabien Moutarde)2019 p:11  ( Les intelligence artificielle pour l'industrie: quel type 

pour quelle innovation. Entretiens de Toulouse, La formation par le débat, April. 

 Samir Merabet.) 2020 ،p.224 ( Vers un droit l'intelligence artificielle. Pascale 

Deumier, RTD civ, 9 Avril. 

 

 

 

 

 


