~ D

Encryption System by Using BAM Artificial Neural Network
Angham Khalid Hussein
Al-Turath University Collage

Computer Science Department

\ S

Abstract

Data encryption is an important aspect Information security and
protection the information against threats during its transferring in
any communication network. Many techniques and methods are
invented for this purpose ,one of this methods is to combine the
artificial intelligent (A.L) techmniques with encryption methods, in this
research an encryption system is built by using the BAM neural
network which is one of the A.L. techniques and data encryption using
a stream ciphering method with secure random key to protect
information and increase the complexity of encryption process so
become difficult to decrypted . In this system, the equations has been
applied with input secret random key as input weight matrix for the
BAM neural network and result an output encrypted secure

information. A C++ programming language are used for this work.
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1-Introduction

Nowadays, information security has become an important aspect in
every organization. The people have to be assured that the information
is to be read by only the sender and the receiver. So, the basic need is
to implement cryptography which can make use of an Artificial Neural
Network. Artificial Neural Networks (ANNs) are simplified models of
the central nervous system as shown in figure 1. They are networks of
highly interconnected neural computing elements that have the ability
to respond to input simulated. Among the capabilities of ANN, are
their ability to learn adaptively from dynamic environments to
establish a generalized solution through approximation of the
underlying mapping between input and output. Neural networks can
be regarded as a black-box that transforms an input vector of m-
dimensional space to an output vector in n- dimensional space. This
makes them ideal tools for black-box system identification [1].

Cryptography is the science of writing in secret code and is an ancient
art. Cryptosystems are helpful for maintaining the integrity,
confidentiality, and authenticity of all the information resources. This
is very necessary to secure the data and resources from disclosure, to
assure the authenticity of data and to secure systems from web - based
attacks [2].in this paper a BAM network which is one of ANN type are
used with random key encryption method in creating the

cryptosystem for data encryption .
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Figure 1

2- BAM Network:

Bidirectional associative memory (BAM) is a type of recurrent neural

network. BAM was introduced by Bart Kosko in 1988. There are two

types of associative memory, auto-associative and hetero-associative.
BAM is hetero-associative, meaning given a pattern it can return
another pattern which is potentially of a different size. It is similar to

the Hopfield network in that they are both forms of associative

memory.

2.1 The BAM Architecture

The BAM  (Bidirectional Associative Memory) implements
interpolative associative memory and consists of 2 layers of neurons
fully interconnected. The figure 2 shows the net as M(x) =y but the
input and output may swap places, i.e. the direction of connection
arrows may be reversed and y play the role of input, using the same
weight matrix Considering the weight matrix W then the mnetwork
output is y = Wx, i.e. the activation function is identity f(x) = x.
According to (1), the weight matrix may be build using a set of

orthogonal {x} and the associated {y}, as:

W =Zg=1 ¥p Xg @
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If the {y} are also orthogonal then the network is reversible.
Considering y layer as input then: x= wT [3].
Y

Figure 2

2.2 Network Running:
The BAM functionality differ from others by the fact that

weights are not adjusted during a training period but calculated from
the start from the set of vectors to be stored <X, , Yp}p=1-p-

The procedure is developed for vectors belonging to Hamming space
H. Due to the fact that most information can be encoded in binary
form this is not a significant limitation and it does improve the
reliability and speed of the net.

The information is propagated forward and back between layers x and
y till a stable state is reached and subsequently a pair {x’,y'} belonging
to the set of exemplars is found (at the output of x respectively y
layers).The procedure is as follows [4,5] :

@ At t = 0 the x(0) is applied to the net and the corresponding y(0)
= Wx(0) is calculated.



° The outputs of x and y layers are propagated back and forward,
till a stable state is reached, according to the formulas (for convenience
[WG; DI'SW(E; DY) -

x(t+1) = sign (W'y(t)) + | sign(W™ y(1))| . x(t)
Q)
y(t+1) = sign (Wx(t + 1)) + | sign(Wx(t + 1)), y(t)

When working in reverse y(0) is applied to the net, x(0) = W7T y(0) is

calculated and the formulas change to:

y(t+1) = sign(Wx(t)) + | sign(Wx ()| - y(t) @A)
x(t+1) = sign(W'y(t + 1)) + | sign(W"y(t + 1))°. x(t)

Encryption by using BAM Network:

A random secret key is generated to encrypt the input text this
key is generated by using BAM network just like the method the
weight generated and updated using initial input weights ,a stream
ciphering method is used as encoding method to encode then input text
to BAM network by using the key resulting from the BAM network,
and here the encryption algorithm mean steps :

1- Reading the input text message.

2- Preparing the weight matrix to fit the size of the input text.

3- Generate a random keys matrix in the same size of weight
matrix.

4- Calculate the initial value y(0) and x(0) as in equation (1).

S- Calculate the x(t+1)than calculating y(t+1) as in equation (2).
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Figure 3

2-4 Encryption algorithm application example:

The text message (my computer) is encrypted and the result is shown
in the table 1:
Table 1

293 |-503 [-53 | 219 |[-30 |-755 |128 |-759 |-267 |41 43

3- Conclusions and Future works:

Good information protection against many attacks during its
transferring in any media is provided by using the benefits of ANN.

Also the time required for encryption is relatively small. The next step



is using the same system to decrypt the information and trying to

calculate the required time for this process.



(61) e saeadl aad) Aadlall il gl A Ala

References:

[1] Khaled M. Alallayah, Waiel F. Abd El-Wahed, Mohamed Amin
and Alaa H. Alhamami ,"Attack of Against Simplified Data
Encryption Standard CipherSystem Using Neural Networks', Journal
of Computer Science 6 (1): 29-35, 2010 ISSN 1549-3636.

[2] Navita Agarwal, Prachi Agarwal, " Use of Artificial Neural
Network in the Field of Security", MIT International Journal of
Computer Science & Information Technology Vol. 3, No. 1, Jan. 2013,
pp- 42—-44 ISSN 2230-7621.

[3] Ugur Halici, "Artificial Neural Network", pp.43-58 , EES43
Lecture Notes. METUEEE , Ankara.

[4] R. M. Hristev, '"The ANN Book",Edition 1, 1998,

[5] clien-pen chuang ,tin-ying and li-cliye, "Encryption and
Decryption With Space Transformation for Bio-Directional Associated

Memory", IEEE international conference,2008,pp.121-125.



